A framework to design and solve Markov Decision Well-formed Net models
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1 Introduction

The Markov Decision Process (MDP) [7] formalism is widely used for modeling systems which exhibit both non deterministic and probabilistic behaviors (e.g. distributed systems, resource management systems, ...). Unfortunately, if the system is particularly complex then its modeling at the MDP level may be very hard; so in [6] a higher-level formalism called Markov Decision Well-formed Net (MDWN) was proposed. The MDWN allows to describe the system in terms of its components and their interactions, while the MDP describes directly the state space and the state transitions. The MDWN model is more compact and readable: in particular, it is possible to define a complex non deterministic or probabilistic behavior as a composition of simpler non deterministic or probabilistic steps. In the MDWN formalism, the probabilistic behavior of the system is clearly distinct from the non deterministic one; actually they are designed as two separate Petri Nets (PN): the probabilistic PN (Npr) and the non deterministic PN (Nnd).

From the analysis point of view, the MDWN allows to derive efficient algorithms (e.g. taking advantage from the intrinsic symmetries of the system) reducing the analysis complexity. In fact the technique of Symbolic Reachability Graph (SRG) [1] was adapted for the MDWN so that a reduced MDP (whose states represent aggregates of equivalent ordinary states) can be produced and directly used to compute the solution of the original problem. In this paper, we introduce the MDWNsolver framework for the system modeling and the optimization of performability measures based on the MDWN formalism. This framework combines together several tools: Draw-Net [3] for the model design, algebra to compose the non deterministic PN with the probabilistic one, WN(S)RG to build the (S)RG of the resulting composed net, RG2MDP to generate the corresponding MDP from the (S)RG, and MDP solver based on the library graphMDP [5] to compute the optimal strategy and the optimal average reward. The tools algebra and WN(S)RG belong to the GreatSPN suite [2]. In the following section we are going to describe this architecture with more details.

2 Framework architecture

The architecture of our framework for the MDWN design and solution, is depicted in Fig. 1 where the framework components are indicated by rectangles, the component invocations are shown as thick arrows, while the exchange of models and of data is represented by thin arrows.

The Draw-Net Modeling System (DMS) [3] is exploited as graphical interface and as solution manager. The DMS model editor called Draw-Net [3] allows the user to design the Npr and the Nnd and to define the reward function. To this aim, the Draw-Net tool has been adapted to draw such models by defining an ad-hoc formalism [3]. The DMS is able to save each PN in the GreatSPN file format (.net and .def file) [2], by means of an ad-hoc filter. The solution manager of the DMS is exploited to execute in the correct order the framework components, and to manage the exchange of models and of data between them. The solution process comprises four steps:

1. The Npr and the Nnd models are composed by using the algebra tool: this requires to automatically generate a Composition Net and to perform a composition by place superposition [6]. The result of this step is a WN.

2. The WN is the input of WN(S)RG generating the (S)RG. After this, each probabilistic path in the (S)RG is substituted by a single transition. The resulting graph is stored in a file (.mdwn).

3. From the graph obtained in step 2 an MDP is derived by means of the RG2MDP converter using the reward definition. In case multi-step non deterministic decisions are present in the model, these are reduced to a single step complex decision.

4. The obtained MDP is stored in an XML file which
is in turn processed by the MDPSolver producing the optimal strategy and the optimal average reward. The MDP together with the optimal strategy, and the optimal average reward can be visualized by Draw-Net.

We are also planning the integration of PRISM [4] in our framework, with the role of alternative solver or model checker of the MDP. This is represented by the dashed part in the architecture shown in Fig. 1.

3 Application example

An implementation of such framework is available and some experimental results are now available: for instance in [6] a model representing a multiprocessor system was presented. The system is composed by several couples of processor and local memory with the addition of one global memory which may fail and can be repaired. A processor can use the global memory when its local memory is faulty. The probabilistic part represents the component faults while the non deterministic part represents the component repair strategy. A cost is associated with every component repair and a penalty is defined when the system is not available; the goal is to find an optimal strategy minimizing the system costs (repair + penalty).

The memory and time requirements for the solution of this MDWN are summarized in Table 1. The table shows the number of states and the computation time of the RG, the corresponding MDP, the SRG and the corresponding MDP’ for different numbers of processors and memories, performed with an AMD Athlon 64 2.4Ghz with 4Gb memory capacity. The computation time of MDP/MDP’ is the sum of their generation and solution time.

By comparing the RG line with the SRG line it is possible to appreciate the reduction of memory and time requirements due to the state aggregation obtained through the SRG technique. The difference between the (S)RG size and the corresponding MDP size, suggests that the modeler has exploited the possibility to decompose a complex non deterministic/probabilistic state transition into simpler steps (referred to a single component rather than to a system as a whole): as the number of components grows, this may become a crucial aspect w.r.t. the usability of the formalism.
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Table 1. Number of states and computation time of the example described in [6].