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Abstract

Remote tasking encompasses different functionality, such as remote forking, multiple remote spawning, and task migration. In order to overcome the relatively high costs of these mechanisms, optimizations can be applied at various levels of the underlying operating system or application. Optimizations include concurrent message transmission, increased throughput and reduced latency at the distributed IPC level; batching, overlapping, and pipelining at the remote tasking level; and multithreading at the application level. Of particular interest is the resulting concurrency, since in a complex program, it may be a dominant performance factor.

Distributed IPC is typically characterized by throughput and latency. However, many design and implementation details important for real application performance remain unobserved by this simple characterization. This paper describes distributed IPC from a remote tasking point of view. Remote tasking exercises all aspects of distributed IPC extensively. We analyze two versions of distributed IPC supported in Mach (NORMA IPC and DIPC).

1. Introduction

A traditional monolithic Operating System (OS) may be divided into one or more user-level OS servers and a microkernel. The microkernel provides a small number of fundamental services, such as virtual memory management, interprocess communication, task/thread management, and device drivers. Recently, even more functionality has been moved outside of the microkernel, such as parts of VM handling and device drivers. The servers provide traditional OS functionality, such as the management of processes, files, and networking. Systems like this have been built using Mach [1], Chorus [16], V kernel [6], Spring [10], and others.

The suitability of microkernels for transparent extension to distributed systems has been demonstrated in [4]; IPC, VM, and task management are transparently extended across node boundaries. Distributed IPC provides the ability to send messages to remote nodes; distributed memory management provides mapping and paging from remote nodes; and remote tasking supports remote task creation and migration.

In this paper we are concerned with distributed IPC and its effects on remote tasking. The performance of remote tasking is directly dependent on the performance of the underlying distributed IPC, however, our work is concerned not only with improving the latency and throughput, but also with finding and exploiting opportunities for concurrency.

Ideally, concurrency may be introduced at all levels of the system. However, the introduced complexity often does not warrant such a comprehensive approach. We compare how concurrency (or lack thereof) contributes to the performance of remote tasking and distributed IPC for the Mach microkernel. In particular, we explore the impact of concurrent message transmission and reduced port management overhead at the distributed IPC level and various optimizations at the remote tasking level (e.g., batching, pipelining, and overlapping) on remote tasking performance.

The goal of distributed IPC in the microkernel is the transparent, seamless extension of local Mach IPC semantics across multiple nodes. NORMA IPC was developed as a proof-of-concept; the DIPC subsystem was developed to improve upon NORMA IPC. NORMA IPC and DIPC are chartered with conveying standard, kernel-mediated Mach messages between nodes, with all the semantic freight that is implied. Mach IPC was not developed to compete with today's low-latency message passing systems (e.g., [8]), which define their own, very light-weight semantics and in many cases avoid interacting with the kernel entirely. The design and implementation of the Mach distributed IPC mechanisms are described elsewhere [9][11].

The goals of remote tasking are to support creation of one or more remote tasks, or migration of the tasks for parallel applications; repartitioning; load distribution; system administration, etc.

This paper concentrates on the empirical and quantitative evaluation of the relationship between distributed IPC and remote tasking. We evaluate the trade-offs between efforts and benefits in applying concurrency at different levels.

The remainder of this paper is organized as follows. Section 2 presents an overview of distributed IPC performance improvements and compares it with an earlier design and implementation. These comparisons are continued throughout the paper. In Section 3 we describe
Figure 1. Distributed Services: higher-level distributed services are built upon distributed IPC. Flow control, throughput, latency, and concurrency are critical issues to solve at this level.

remote tasking in Mach. Section 4 presents various experiments we conducted. Section 5 compares our work to related research. Conclusions are presented in Section 6.

2. Distributed IPC in Mach

Inter-process communication among cooperating nodes has a long history in the Mach operating system and its predecessors Accent and RiG [15]. Mach IPC was designed to be location transparent; the holders of the send and receive capabilities for a Mach port have no information regarding the location or identity of the task they are communicating with [17]. Thus, Mach IPC messages theoretically may be delivered across node boundaries, transparently. However, the nature of Mach IPC demands kernel interactions to interpret messages, which may carry capabilities and out-of-line regions, transfers of which are mediated by the kernel.

The earliest version of Mach did not contain in-kernel support for inter-node IPC. The extension of Mach IPC over the network was handled by a user-level server called the netmsgserver [9]. The netmsgserver task resides on all nodes in a cluster and interposes on send and receive capabilities, acting as proxy for receive capabilities on remote nodes. A message passed from sending task to receiving task is transparently intercepted and forwarded by the netmsgserver. The multiple netmsgserver tasks communicate with one another via standard networking services such as sockets and TCP/IP. Because of the multiple user/kernel boundary crossings necessary in this implementation, the netmsgserver implementation of distributed IPC was very slow.

After gaining experience with the netmsgserver, an in-kernel distributed IPC service called NORMA IPC was created [2]. NORMA IPC avoids the use of additional servers and kernel interactions, employing simple network protocols to communicate directly between cooperating Mach kernels. The NORMA IPC implementation of distributed IPC became the foundation for higher-level distributed Mach services (see Figure 1). Although ultimately intended for use on the Intel Paragon [5], with a fast interconnect (175 MB/sec) and many nodes, this service was largely developed on Ethernet clusters of PCs and on the Intel Hypercube multicomputer, which had relatively low-speed interconnects (1-3 MB/sec) and relatively few nodes.

The implementation of NORMA IPC implicitly tied Mach IPC semantics to lower-level networking protocol implementations. For instance, NORMA IPC relied on a stop-and-wait network protocol to maintain ordering between and within the bytes of a message. Only one message at a time could be transmitted from a sending to a receiving node. Thus, concurrency for multiple messages was limited to messages sent from a sender to receivers on different nodes. Within a long message, a sending node transmitted a single page at a time to a receiving node, waiting for the receiver to acknowledge receipt of each page. The NORMA IPC design provided for increasing the transmission window size from one page to \( n \) pages, but still required a stop and wait synchronization after each block of \( n \) pages. This technique limited throughput for single message transmission.

NORMA IPC eventually was ported to the Intel Paragon, with its fast interconnect and scalability to hundreds, even thousands of nodes. In such a high-throughput, low-latency environment, NORMA IPC encountered many flow control, scalability and performance problems due to its design limitations. These limitations led to a complete redesign and reimplementation.

Today's distributed Mach IPC subsystem, DIPC [11], benefited from the experiences gained with the netmsgserver and NORMA IPC. DIPC is an in-kernel service, with a well-defined architecture that separates IPC semantics from data transport, permitting a high degree of concurrency as well as fast transmission of individual messages. (Unfortunately, the
semantic limitations of Mach IPC prevented the use of message transfer protocols that could operate directly from the sending task to the receiving task without kernel intervention.) The data transport, called Kernel-to-Kernel Transport (KKT), is a re-usable layer available for other clients besides DIPC. See Figure 2. Separation of IPC semantics from data transmission allows easy portability of DIPC across different processors and interconnects, such as the Paragon Mesh (i860), SCSI clusters (Pentium), and Ethernet clusters (i486, Pentium). Flow control mechanisms are designed into DIPC and KKT, preventing receivers from being overwhelmed by senders, even when hundreds or thousands of senders are involved, but allowing considerable concurrency and throughput.

A full description of DIPC and KKT exceeds the scope of this paper, but we can succinctly describe DIPC’s concurrency, throughput, and latency properties. Although a specific transport implementation of KKT may place some constraints on message traffic, DIPC allows concurrent transmission of:

- messages in transit from a sending node to different receiving nodes
- messages in transit from a sending node to different ports on a single receiving node
- messages in transit from a sending node to the same port on a receiving node, when multiple threads attempt to receive messages concurrently

- messages in transit between different node pairs

The concurrency provided by DIPC is a significant improvement over that provided by NORMA IPC, dramatically affecting the performance of concurrent remote task creation, as will be seen in Section 4.

We increased throughput for individual message transmission in DIPC by separating Mach IPC semantics from the problem of transporting data. We designed DIPC to avoid imposing constraints on the way in which KKT conveys message data. Thus, high-performance networking protocols may be used, with arbitrarily-large window sizes. DIPC delivers high throughput across its various platforms, noticeably higher than the throughput delivered by NORMA IPC. For example, using 90Mhz Pentium nodes and a fast, wide SCSI interconnect whose sustained peak transfer rate is 19.2 MB/sec, DIPC can saturate the link (see Figure 3). An Intel Paragon, with i860 nodes and a mesh interconnect, achieves a peak transfer rate of 175 MB/sec; the low-level Intel RDMA transport software used by KKT, and therefore by DIPC, has a peak of 147 MB/sec. In this setting, DIPC delivers high throughput across its various platforms, noticeably higher than the throughput delivered by NORMA IPC. For example, using 90Mhz Pentium nodes and a fast, wide SCSI interconnect whose sustained peak transfer rate is 19.2 MB/sec, DIPC can saturate the link (see Figure 3). An Intel Paragon, with i860 nodes and a mesh interconnect, achieves a peak transfer rate of 175 MB/sec; the low-level Intel RDMA transport software used by KKT, and therefore by DIPC, has a peak of 147 MB/sec. In this setting, DIPC achieves up to 108 MB/sec, or 73% of available bandwidth. For transfer sizes of 32K and more, KKT provides 75-99% of the bandwidth offered by the lower level protocol, which limits our overall throughput. We have not yet begun to aggressively tune DIPC and KKT; the curves in Figure 3 reveal room for optimization, such as in the overhead of KKT compared to RDMA.
One good question is: why doesn't the shape of the DIPC throughput curve match that of RDMA and KKT, with a fast attack followed by an asymptotic approach to the maximum bandwidth? The answer is that RDMA and KKT are low-level protocols unburdened by significant semantic or operational overhead. DIPC, on the other hand, incurs the overhead of kernel-mediated, local Mach IPC, which leads to large latencies that throttle throughput for small data transfers (see below).

The DIPC design permits latency reduction optimizations that were not possible in NORMA IPC. For instance, an application may optionally disable the No More Senders (NMS) feature in Mach. This feature notifies an application when a receive capability has no more outstanding send capabilities. However, this feature is expensive in a distributed environment: a node with a send capability may have to exchange messages with the node containing the receive capability to update capability counts. Thus, using this feature may increase message latency. As will be seen in Section 4.1, the ability to disable this feature is useful. Other DIPC latency optimizations further reduce the length of the message transmission path.

In Table 1, we compare the time to complete a user-to-user null RPC given two implementations of Mach IPC on the Intel Paragon. (For comparison purposes, we also include performance of DIPC over SCSI). Null RPC latency, in all cases, remains higher than desirable, because of the costs paid for Mach IPC semantics, i860 context switching, user-to-kernel boundary crossings, and as-yet unoptimized DIPC overhead. Worse, as revealed by the local IPC data in Table 1, there is a large difference between the null RPC time when the local IPC hotpath is used and the null RPC time when the hotpath isn't used. In the case of DIPC on Paragon, the null RPC time nearly doubles; and, unfortunately, the design of the hotpath absolutely forbids its use in distributed operation! The DIPC latencies can be further optimized, but will always be handicapped by the local-case penalties outlined above.

<table>
<thead>
<tr>
<th>Server Location / Mach IPC perform.</th>
<th>NORMA IPC (Paragon)</th>
<th>DIPC (Paragon)</th>
<th>DIPC (SCSI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local</td>
<td>290 μsec</td>
<td>318 μsec</td>
<td>115 μsec</td>
</tr>
<tr>
<td>Remote</td>
<td>2070 μsec</td>
<td>1272 μsec</td>
<td>1129 μsec</td>
</tr>
</tbody>
</table>

Table 1: Mach IPC over NORMA IPC and DIPC

3. Remote Tasking in Mach

Remote tasking in Mach encompasses remote task creation [3], task migration [13], and concurrent remote task creation (etc.) [12]. In each case the majority of the time required to perform the operation is spent in creating remote address space(s) from an address space template on the source node. The address spaces can be:

- created on a single remote node (typically used for UNIX-like remote `fork`),
- created on multiple remote nodes (could be used for the UNIX-like `rfork-multi, rspawn-multi or reexec-multi`), or
- migrated (basis for UNIX process migration).

The algorithm in each case consists of extracting the relevant state describing a task address space, transferring that state from the source node to the destination node, and establishing it there. An address space is described by the state of each VM area (starting address, size, pager capability, etc.).

The actual memory pages are not transferred eagerly, but rather on demand. This constitutes the Copy On Reference (COR) optimization, which is a form of lazy evaluation. The advantage of this approach is the low initial cost, which is especially useful for large address spaces. The disadvantage is in increased run-time costs, because delay is introduced by the need to fault in a page from the original node. When creating a remote address space, there are many similarities between remote task creation and task migration.

As part of creating an address space on a remote node, paging paths are established. Remote paging is integrated with distributed memory management and implemented inside the kernel. In order to transfer the task address space state and to establish remote paging paths a number of network messages are required. The optimizations that we performed to the original algorithm for remote task creation consist of eagerly sending more state (batching messages) whenever possible; overlapping messages by eliminating all synchronization points when batching is too complex or requires significant changes to other Mach modules; and relaxing the consistency requirements of VM objects representing read-only mappings, obviating the need for page-out when replicas exist.

The algorithm for concurrent remote task creation is explained in more detail in [12], but for our analysis it suffices to consider it as using a spanning tree to concurrently instantiate address spaces on multiple nodes. First, two tasks are created on two nodes, then these two tasks each create tasks on two subsequent nodes, and so on.

In addition to using spanning trees for creation of remote tasks, we also organize remote paging paths in a hierarchical form. The leaf nodes attempt to page-in from nodes higher in the hierarchy, by traversing the tree until the page is found or root is reached. The hierarchical tree organization trades performance of single node paging for scalability. Due to locality of reference it is probable that some other node on the way to the root of the tree will already have the page. The difference between a flat and a hierarchical paging tree is illustrated in Figure 4.

Hierarchical organization also provides for pipelining since some of the activities can be conducted in parallel on different
Figure 4. Flat and Hierarchical Paging Trees: in a flat tree all references point to a single node; in a hierarchical tree references point to the previous node in the hierarchy.

nodes, further improving performance. Finally, hierarchical paging trees improve scalability because data structures and paging traffic are more evenly distributed among all nodes.

Concurrency in remote task creation can be realized at different levels. For example, when creating multiple remote tasks, concurrency can be achieved at the user level by multithreading the application. Due to communications delay in sending inter-node messages, and the overhead of creating a single remote task, performance can be improved by generating multiple asynchronous requests, each of which creates a single remote task on a different node.

Alternatively, concurrency at the remote tasking level can be improved by optimizing the algorithm for creating a single remote address space, e.g., by overlapping and batching of paging path initialization, as described in [12]. Another example of concurrency in remote task creation occurs when task address spaces are distributed using a spanning tree. In this case, concurrency is introduced by pipelined creation on multiple nodes. Such optimizations are complex as they require modifications in the kernel dealing with sensitive kernel structures. Different types of concurrency for remote task creation are summarized in Table 2.

Table 2: Concurrency in remote task creation

<table>
<thead>
<tr>
<th>experiment / concurrency type</th>
<th>time overlap</th>
<th>pipelining</th>
</tr>
</thead>
<tbody>
<tr>
<td>flat tree, sequential</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>flat tree, multithreaded</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>crtc, hierarchical tree</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

Figure 5. Different levels of concurrency can be introduced in order to optimize performance. Distributed IPC at the kernel level; remote tasking at the OS services level; multithreading at the application level.

which concurrency may be introduced for remote tasking are presented in Figure 5.

4. Conducted Experiments

We compare performance of the creation of multiple remote tasks for sequential, multithreaded, and concurrent remote task creation. Similar conclusions can be drawn for single remote task creation or migration; however, the results are more pronounced for crtc because each improvement is multiplied by the number of tasks created, and concurrency may be increased by overlapping and pipelining asynchronous remote task creation operations. We also analyze the contributions of DIPC compared to NORMA IPC.

The measurements reported were collected on a 56-node Intel Paragon multicomputer, running an OSF/1 AD 1.2 operating system server on top of an NMIK17.2 microkernel (NORMA IPC) or an NMK19bl microkernel (DIPC). The tests are Mach level programs, i.e., they do not interact with the OS server, but rather invoke Mach system calls.

The measurements are grouped in three subsections describing optimizations applied to distributed IPC, remote tasking, and user level programs, followed by a summary. However, many elements are relevant to all of the subsections.

4.1 Distributed IPC Level Optimizations

Figure 6 compares the performance of multiple remote task creation achieved by using:

- a flat task creation tree with the unoptimized single task creation algorithm, norma_task_create (ntc);
- a flat tree, but using the improved single task creation algorithm embedded in crtc; and
- a crtc hierarchical tree.

In Figure 6a, we see that the poor concurrency provided by NORMA IPC had a significant impact on the performance improvement of crtc. The largest increase in performance is due to the improved algorithm for single remote task creation (2.5 times, ntc flat vs. crtc flat), whereas the improvement gained by building a hierarchical tree is less than 30% (crtc flat vs. crtc hierarchical). Because of the lack of concurrency...
in NORMA IPC, concurrency added in crtc cannot be exploited.

In Figure 6b, we see that DIPC not only speeds the creation of a single remote task but also introduces opportunities for additional concurrency. In fact, the concurrency optimizations of crtc become more important than its single task creation optimizations. On top of DIPC, the performance improvement for single remote task creation, compared with the unoptimized algorithm, is still significant (~40%) but is relatively less important than in NORMA IPC (ntc flat vs. crtc flat). The concurrency optimizations in crtc are well matched with DIPC, yielding 8 times better performance than sequential cases of the original algorithm and about 6 times better than sequential invocation of the improved algorithm (crtc hierarchical vs. ntc flat or crtc flat).

It is also interesting to inspect the shapes of the crtc curves shown in Figure 6 in finer detail, as presented in Figure 7. Figure 7a shows the difference in performance between NORMA IPC and DIPC for hierarchical crtc. We magnify the DIPC curve in Figure 7b, where a step function is revealed. Because of the hierarchical nature of remote task creation in crtc, we expect to observe similar costs when creating remote tasks at the same depth of the spanning tree. Figure 7c illustrates this proposition: the jump in cost occurs for the 2^n+1 node. NORMA IPC does not show much of a step function because it lacks sufficient concurrency. Attempts to provide concurrency at a higher level fail in this case.
4.2 Remote Tasking Level Optimizations

The improved algorithm for single remote task creation optimizes performance by overlapping multiple pager initialization. The crtc further improves performance by simultaneous communication with multiple nodes at the next level in the tree, as well as by overlapping paging initialization between nodes at different depths. Pipelining is achieved by initializing the minimum amount of state at each depth and proceeding with task creation at deeper levels, while performing the balance of the work in parallel.

Similarly to our measurement of the performance of crtc as a function of the number of tasks to create, we measured crtc performance as a function of the number of VM areas in the source address space. This function is important for sparse address spaces that have many areas. Figure 9 compares the performance of unoptimized, optimized, and hierarchical crtc task creation algorithms against NORMA IPC and DIPC. Remote task creation time increases linearly because state must be transferred and a paging path must be initialized for each VM area (each area may be backed by a different pager). The number of VM areas in the task lengthens the phase which has to be finished before remote task creation can proceed to other nodes.

In addition to the creation of remote tasks, we also observed their run-time behavior. We measured the time required to page in 128 pages on one node, as a function of the tree depth (Figure 10) and concurrently on many nodes, as a function of the number of nodes (Figure 11a) in the spanning tree created with crtc. Because we create a hierarchical tree, the cost of paging rises as the node is located deeper in the hierarchy, requiring pages to be fetched via intermediate nodes.

The difference between NORMA IPC and DIPC in Figure 10 is entirely due to the difference in single-stream performance of DIPC and NORMA IPC and is not related to concurrency because the experiment is synchronized: pages are faulted in one after another.
Creating a paging hierarchy that parallels the task creation hierarchy reduces contention for paging services, as shown in Figure 11. With a flat paging tree, that is, one node providing paging service for all the others, we have a linear function of page-in time versus the number of nodes. With a hierarchical tree, pages resident on one node in the tree can be used by other nodes in its subtree, thereby eliminating the need to go all the way to the root. In this case we obtain a sinusoid-like function. The curve has alternating local maxima and minima that correspond to the tree configurations as presented in Figure 11b. Maximum performance (the valleys in Figure 11a) occurs when the tree is fully populated and there is maximum contention at all non-leaf nodes. The example uses a binary tree; in wider trees the contention effects would be even worse, because there will be more leaf nodes and they dominate in costs.

4.3 Remote Tasking vs User Level Optimizations

In the remaining experiments, we are interested in the contribution of user level vs. remote tasking level optimizations, and therefore we shall only measure the performance of remote task creation for DIPC. We analyze remote task creation as a function of the number of nodes/tasks, for sequential creation of a flat tree, multithreaded creation of a flat tree, and hierarchical tree creation.

In Figure 12 we observe that multithreading improves performance over sequential remote task creation by about 20 percent, whereas concurrent remote task creation improves it over 14 times. The step-function performance curve for crtc, in hierarchical case, demonstrates a significant performance improvement when compared with the performance curves generated by the flat sequential and flat multithreaded algorithms. Another possibility is to create remote tasks using a spanning tree at user level. We did not pursue this goal because the current Mach interfaces do not support it.

Another aspect of concurrency can be observed in the task termination phase. While it is possible to create remote tasks in a concurrent manner, it is not possible to terminate them the same way because the parent/child relationship is not maintained by the kernel. Performance improvement of termination in case of crtc is due to the organization of the paging path in the form of a hierarchical tree. In a flat tree, paging path termination on all nodes must interact with a single paging node, whereas in a hierarchical tree, termination is performed between the given node and the node higher in the hierarchy, thereby eliminating the bottleneck with one node. This can be observed in the smoothed out step curve for hierarchical tree termination in Figure 13. Because of the
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Figure 12. Crtc performance as a function of the number of nodes: sequential creation of a flat tree, multithreaded creation of a flat tree, and hierarchical tree creation.

serialized nature of the termination phase in the distributed memory management layer, multithreading termination doesn’t improve performance as it does in the creation phase. This problem is another example of a lower layer of software, in this case distributed memory management, reducing or eliminating concurrency opportunities at higher levels.

5. Related Work

There is relatively little work reported on the problem of remote task creation from the standpoint of distributed IPC, because the dominating cost consisted of page transfer. We have shown, however, that the costs for remote task creation can become significant in the case of sparse address spaces, multiple task creation, or in the use of copy on reference, when there is no initial page copying.

In process migration for the Sprite operating system, the number of remote messages required to achieve process migration was not optimized because migration costs were dominated by page transfer (flushing pages over the network to a server), and because migration was a rare occurrence [7]. Additionally, migration costs are related only to one remote address space creation, whereas for crtc the costs are a function of the number of remote tasks.

In the original work on remote tasking for Mach, Barrera attempted to minimize the number of network messages required for process migration [3]. He expected caching to improve performance by reusing existing objects on remote nodes, eliminating the need to optimize performance for the initial creation of a remote address space. Our experience is that initial creation can be very costly in some cases, and therefore it needs to be optimized. For example, when creating multiple tasks, we have observed creation times in the range of minutes for sparse address spaces.

In a version of task migration implemented by Milojicic et al., the authors paid particular attention to optimizing performance by minimizing the number of required network messages [13]. This work was implemented in user space, on top of NORMA IPC.

The NX/2 [14] operating system supported concurrent remote process creation. The address spaces are created by loader in a spanning tree fashion. Performance is function of log n, and it is even further improved by using advanced communication mechanisms. Resulting performance ranged from as high as a fraction of a minute for huge tasks to as low as a couple of seconds. However, beside loading code and data, there are no additional requirements, such as paging path construction. This significantly simplifies the algorithm and allows for performance optimization, but it does not support programs with large address spaces.

In the OSF/1 AD TNC system [18], the authors applied the spanning tree algorithm to the implementation of rfork-multi(), a version of the Unix fork() system call that creates child processes on multiple nodes. The advantage of this approach over our work is that the implementation is encapsulated in the servers that implement the distributed Unix on top of the microkernel. Our concurrent remote task creation work generalizes this approach by providing the ability to create multiple remote address spaces as a kernel operation that can be used for operations other than rfork-multi (e.g., for systems that want to combine multiple address spaces into a single logical process). Our concurrency work for single remote task creation is complementary, as it optimizes an area not addressed by the rfork-multi work.

6. Conclusion and Future Work

In this paper, we have explored the performance of remote
tasking and distributed IPC, while paying particular attention to concurrency introduced at various levels of the system. We described a number of experiments that exhibit concurrency in remote tasking and DIPC.

Optimizations at each layer contributed to performance improvement. Concurrency at the lowest level has the largest impact on performance, because it is difficult or impossible to achieve concurrency at higher levels in the face of low-level serialization. While rewriting a fundamental subsystem, such as DIPC, demands a relatively large investment, performance rewards gained at this level are available to all higher levels and so the investment may be amortized over many uses. Higher level optimizations may be easier to achieve and may provide dramatic performance improvement - but only if they can use efficient lower layers of software.

Table 3 compares the reward and effort of introducing concurrency at different levels. Multithreading, requiring a relatively simple effort, provides a benefit of about 20%. Effectiveness of improvements in the remote task creation algorithm depend on the underlying distributed IPC. Improvements for single remote task creation were significant for NORMA IPC, and less significant for DIPC. For concurrent remote task creation, the improved algorithm and hierarchical tree creation (compared to the flat tree original algorithm) were 2 and 3 times better. Finally, improvements at the distributed IPC level contributed the most to performance by allowing crtc to exploit all possible concurrency. Performance improvement was over 14 times. While the DIPC project required the largest effort, without this work most of the gains realized by crtc would not be possible.

<table>
<thead>
<tr>
<th>level/characteristics</th>
<th>benefit</th>
<th>effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>user level multithreading</td>
<td>1.2x</td>
<td>1 engineer day</td>
</tr>
<tr>
<td>kernel level remote tasking</td>
<td>2-3x</td>
<td>1 engineer year</td>
</tr>
<tr>
<td>DIPC</td>
<td>14x</td>
<td>4.5 engineer years</td>
</tr>
</tbody>
</table>

Table 3: Benefit/effort vs. level of concurrency: more effort for lower level, but greater benefit.

We have shown that introducing concurrency at the lowest levels of software is vital to permitting concurrency at higher levels. Furthermore, by significantly improving low level performance, previously minor details may play a more important role, as was the case with No More Senders support for concurrent remote task creation. By introducing concurrency at all levels of the system, we significantly improved the overall performance of remote task creation.
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