Height-from-Polarisation with Unknown Lighting or Albedo

William A. P. Smith, Member, IEEE, Ravi Ramamoorthi, Fellow, IEEE and Silvia Tozza

Abstract—We present a method for estimating surface height directly from a single polarisation image simply by solving a large, sparse system of linear equations. To do so, we show how to express polarisation constraints as equations that are linear in the unknown height. The local ambiguity in the surface normal azimuth angle is resolved globally when the optimal surface height is reconstructed. Our method is applicable to dielectric objects exhibiting diffuse and specular reflectance, though lighting and albedo must be known. We relax this requirement by showing that either spatially varying albedo or illumination can be estimated from the polarisation image alone using nonlinear methods. In the case of illumination, the estimate can only be made up to a binary ambiguity which we show is a generalised Bas-relief transformation corresponding to the convex/concave ambiguity. We believe that our method is the first passive, monocular shape-from-x technique that enables well-posed height estimation with only a single, uncalibrated illumination condition. We present results on real world data, including in uncontrolled, outdoor illumination.
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1 INTRODUCTION

WHEN unpolarised light is reflected by a surface it becomes partially polarised [1]. This applies to both specular reflections [2] and diffuse reflections [3] caused by subsurface scattering. The angle and degree of polarisation of reflected light conveys information about the surface orientation and, therefore, provide a cue for shape recovery. There are a number of attractive properties to this ‘shape-from-polarisation’ (SfP) cue. It requires only a single viewpoint and illumination condition, it is invariant to illumination direction and surface albedo and it provides information about both the zenith and azimuth angle of the surface normal. Like photometric stereo, shape estimates are dense (surface orientation information is available at every pixel so resolution is limited only by the sensor) and, since it does not rely on detecting or matching features, it is applicable to smooth, featureless surfaces.

However, there are a number of drawbacks to using SfP in a practical setting. First, the polarisation cue alone provides only ambiguous estimates of surface orientation. Hence, previous work focussed on developing heuristics to locally disambiguate the surface normals. Even having done so, the estimated normal field must be integrated in order to recover surface height (i.e. relative depth) [4] or combined with a depth map from another cue [5]. This two-step approach of disambiguation followed by integration means that the integrability constraint is not enforced during disambiguation and also that errors accumulate over the two steps. Second, diffuse polarisation provides only a weak shape cue for regions of the surface with small gradient and so methods that operate locally are very sensitive to noise.

In this paper, we make a number of contributions to the SfP problem. After introducing notations and preliminaries in Sec. 3, in Sec. 4 we present our SfP method. This contains a number of novel ingredients. First, in contrast to prior work, we compute SfP in the height, as opposed to the surface normal, domain. Instead of disambiguating the polarisation normals, we defer resolution of the ambiguity until surface height is computed. To do so, we express the azimuthal ambiguity as a collinearity condition that is satisfied by either interpretation of the polarisation measurements. Second, we express polarisation and shading constraints as linear equations in the unknown surface height enabling efficient and globally optimal height estimation. We show an overview of our method and a sample result for unknown, outdoor illumination and uniform albedo in Fig. 1. In Sec. 5 and 6 we explore what information can be obtained without disambiguating the polarisation normals. If illumination is unknown and albedo unknown but uniform then we show that illumination can be determined up to a binary ambiguity from the ambiguous normals and the unpolarised intensity. We make a theoretical contribution by showing that this ambiguity corresponds to a particular generalised Bas-relief transformation (the convex/concave ambiguity). On the other hand, if illumination is known and albedo spatially varying and unknown, then we show that per-pixel albedo can be determined from the ambiguous normals and the unpolaredised intensity. Finally, in Sec. 7 we introduce a novel hybrid diffuse/specular polarisation and shading model, allowing us to handle glossy surfaces. Experimental results on synthetic and real data are reported in Sec. 8 and Sec. 9 provides conclusions and future perspectives.

Although we make a variety of assumptions, the resulting methods are still useful in practice. Combining the methods in Sec. 4, 5 and 6, our approach can be applied to glossy objects under uncalibrated directional illumination.
In practice, this means that the method works outdoors on a sunny day (see Fig. 1 and 11), or indoors in a dark room setting (see Fig. 9, 10 and 12). In the former case, sunlight can be approximated by a point source and skylight can be neglected since it is orders of magnitude weaker. In the latter case, we require only a single uncalibrated light source and so the practical requirements are much less than for methods such as photometric stereo [7] or those that require multiple polarised light sources [8]. Other more niche applications could include polarised laparoscopy [9], or in general biomedical applications [10].

2 RELATED WORK

Previous SfP methods can be categorised into three groups: 1. those that use only polarisation information, 2. those that combine polarisation with shading cues and 3. those that combine a polarisation image with an additional cue. Those techniques that require only a single polarisation image (of which our proposed method is one) are passive and can be considered ‘single shot’ methods (single shot capture devices exist using either polarising beam splitters [1] or by combining micro-polarisation filters with CMOS sensors [2]). More commonly, a polarisation image is obtained by capturing a sequence of images in which a linear polarising filter is rotated in front of the camera (possibly with unknown rotation angles [11]). SfP methods can also be classified according to the polarisation model (dielectric versus metal, diffuse, specular or hybrid models) and whether they compute shape in the surface normal or surface height domain.

Shape-from-polarisation. The earliest work focussed on capture, decomposition and visualisation of polarisation images was by Wolff [12]. Both Miyazaki et al. [4] and Atkinson and Hancock [3] used a diffuse polarisation model with assumed known refractive index to estimate surface normals from the phase angle and degree of polarisation. Disambiguation begins on the object boundary by choosing the azimuth angle that best aligns with the outward facing direction (an implicit assumption of object convexity). The disambiguation is then propagated inwards such that smoothness is maximised. This greedy approach will not produce globally optimal results, limits application to objects with a visible occluding boundary and does not consider integrability constraints. Morel et al. [13] took a similar approach but used a specular polarisation model suitable for metallic surfaces. Huynh et al. [14] also assumed convexity to disambiguate the polarisation normals; however, their approach can also estimate unknown refractive index.

Shape-from-polarisation and shading. A polarisation image contains an unpolarised intensity channel which provides a shading cue. As in our proposed method, Mahmoud et al. [15] exploited this via a shape-from-shading cue. With assumptions of known light source direction, known albedo and Lambertian reflectance, the surface normal ambiguity can be resolved. We avoid all three of these assumptions and, by strictly enforcing integrability, impose an additional constraint that improves robustness to noise. An earlier version of the work in this paper was originally presented in [16]. Here, we have extended the method to handle unknown, spatially varying albedo and introduced an explicit specular reflectance model.

An alternative is to augment a polarisation image with additional intensity images in which the light source direction varies, providing a photometric stereo cue. Such methods are no longer passive and usually require calibrated light sources. Atkinson and Hancock [17] used Lambertian photometric stereo to disambiguate polarisation normals. Recently, Ngo et al. [18] derived constraints that allowed surface normals, light directions and refractive index to be estimated from polarisation images under varying lighting. However, this approach requires at least 4 light directions in contrast to the single direction required by our method.

Atkinson [19] combines calibrated two source photometric stereo with the phase information from polarisation and resolves ambiguities via a region growing process.

Polarisation with additional cues. Rahmann and Canterakis [2] combined a specular polarisation model with stereo cues. Similarly, Atkinson and Hancock [20] used polarisation normals to segment an object into patches, simplifying stereo matching. Stereo polarisation cues have also been used for transparent surface modelling [21]. Huynh et al. [22] extended their earlier work to use multispectral measurements to estimate both shape and refractive index. Drobholav and Sara [23] showed how the Bas-relief ambiguity [6] in uncalibrated photometric stereo could be resolved using polarisation. However, this approach requires a polarised light source. Coarse geometry obtained by multiview space carving [24, 25] has been used to resolve polarisation ambiguities. Kadambi et al. [5, 26] combined a single
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2. https://www.4dtechnology.com/products/polarimeters/
polarisation image with a depth map obtained by an RGBD camera. The depth map is used to disambiguate the normals and provide a base surface for integration. Cui et al. used multiview stereo with a mixed polarisation model. A coarse reconstruction is provided by structure-from-motion which is used to partially disambiguate polarisation phase information. The remaining ambiguity is resolved as the phase information is propagated through a dense, multiview stereo surface reconstruction. This approach does not exploit degree of polarisation or shading information.

3 PRELIMINARIES

In this section we list the basic assumptions common to all the following sections, we introduce the notations we will adopt throughout the whole paper and we explain how we construct our data, which is a polarisation image [12].

3.1 Assumptions

Our method relies on several assumptions. The following are assumed throughout the whole paper:

1) Orthographic camera projection
2) Smooth (i.e. $C^2$ continuous) object
3) Dielectric (i.e. non-metallic) material
4) Refractive index known
5) Illumination is provided by a distant point source
6) No interreflections.

Some later sections make additional assumptions. These are listed in the relevant section.

3.2 Notations

We parameterise surface height by the function $z(u)$, where $u = (x, y)$ is an image point. Foreground pixels belonging to the surface are represented by the set $\mathcal{F}$, $|\mathcal{F}| = K$. We denote the unit surface normal by $n(u)$. This vector can be expressed in spherical world coordinates as:

$$n(u) = \begin{bmatrix} n_z(u) \\ n_y(u) \\ n_x(u) \end{bmatrix} = \begin{bmatrix} \sin(\alpha(u)) \sin(\theta(u)) \\ \cos(\alpha(u)) \sin(\theta(u)) \\ \cos(\theta(u)) \end{bmatrix},$$

where $\alpha(u)$ and $\theta(u)$ are the azimuth and zenith angle respectively. The surface normal can be formulated via the surface gradient as follows

$$n(u) = \frac{[-p(u), -q(u), 1]^T}{\sqrt{p(u)^2 + q(u)^2 + 1}},$$

where $p(u) = \partial_x z(u)$ and $q(u) = \partial_y z(u)$, so that $\nabla z(u) = [p(u), q(u)]^T$.

3.3 Polarisation image

When unpolarised light is reflected from a surface, it becomes partially polarised. There are a number of mechanisms by which this process occurs. The two models that we use are described in Sections 3.3 and 7.3 and are suitable for dielectric materials. A polarisation image (Fig. 2b-d) can be estimated by capturing a sequence of images (Fig. 2a) in which a linear polarising filter in front of the camera is rotated through a sequence of $P \geq 3$ different angles $\vartheta_j$, $j \in \{1, \ldots, P\}$. The measured intensity at a pixel varies sinusoidally with the polariser angle:

$$i_{\vartheta_j}(u) = i_{un}(u) (1 + \rho(u) \cos[2\vartheta_j - 2\phi(u)]) + \tau. \quad (3)$$

The three parameters of the sinusoid form the three quantities of a polarisation image [12]. These are the phase angle, $\phi(u)$, the degree of polarisation, $\rho(u)$, and the unpolarised intensity, $i_{un}(u)$. The quantity $\tau$ models a stochastic process representing quantisation, sensor noise etc.

Under the assumption that $\tau$ is normally distributed, a least squares fit to the measured data provides the maximum likelihood solution for the three parameters of the sinusoid. In practice, this can be done using nonlinear least squares [3], linear methods [14] or via a closed form solution [12] for the specific case of $P = 3$, $\vartheta \in \{0^\circ, 45^\circ, 90^\circ\}$.

4 LINEAR HEIGHT-FROM-POLARISATION

In this section we show how to directly estimate a surface height map from a single polarisation image. Moreover, we show how this can be formulated as a sparse linear least squares problem for which the globally optimal solution can be computed efficiently.

4.1 Additional assumptions

Throughout the whole Sec. 4 we require the following assumptions in addition to those introduced in Sec. 3.1

7) Lambertian reflectance and diffuse polarisation
8) Known or uniform albedo
9) Known point light source
10) Light and viewing directions different, i.e. $s \neq v$.

Assumptions 7-9 will be subsequently relaxed in Sec. 5 and 6.
4.2 Finite difference formulation

The surface gradient can be approximated numerically from the discretised surface height function by finite differences. If the surface heights are written as a vector \( \mathbf{z} \in \mathbb{R}^K \), then the gradients, \( \mathbf{g} \in \mathbb{R}^{2K} \), can be approximated by:

\[
\mathbf{g} = \begin{bmatrix}
    p(u_1) \\ p(u_K) \\
    q(u_1) \\
    \vdots \\
    q(u_K)
\end{bmatrix} = \begin{bmatrix}
    D_x \\
    D_y
\end{bmatrix} \begin{bmatrix}
    z(u_1) \\
    \vdots \\
    z(u_K)
\end{bmatrix} = \mathbf{Dz},
\]

where \( \mathbf{D} \in \mathbb{R}^{K \times K} \) and \( \mathbf{D}_x \in \mathbb{R}^{K \times K} \) and \( \mathbf{D}_y \in \mathbb{R}^{K \times K} \) evaluate the finite difference gradients in the horizontal and vertical directions respectively. Each row of \( \mathbf{D} \) computes one gradient. In the simplest case, this could be done using forward differences in which case only two elements of the row are non-zero.

Hence, given a system of equations that are linear in the unknown surface gradients, \( \mathbf{Ag} = \mathbf{b} \), this can be rewritten as a system of equations that are linear in the unknown surface height as \( \mathbf{ADz} = \mathbf{b} \). Regardless of which finite difference approximation is used, rank(\( \mathbf{D} \)) = \( K - 1 \). This reflects the fact that constraints on the surface gradient alone can only recover orthographic surface height up to a translation in \( z \), i.e. the constant of integration is unknown. So, even if \( \mathbf{A} \) is full rank, \( \mathbf{AD} \) is not and so \( \mathbf{z} \) cannot be estimated from this set of equations alone. This is easily resolved by introducing an additional equation that, for example, sets the mean height to zero:

\[
\begin{bmatrix}
    \mathbf{AD} \\
    \mathbf{1}_K
\end{bmatrix} \mathbf{z} = \begin{bmatrix}
    \mathbf{b} \\
    0
\end{bmatrix},
\]

where \( \mathbf{1}_K \) is the length \( K \) row vector of ones.

4.3 Diffuse polarisation model

A polarisation image provides a constraint on the surface normal direction at each pixel. The exact nature of the constraint depends on the polarisation model used. We begin by assuming a diffuse polarisation model \[3\]. Diffuse polarisation arises due to subsurface scattering. Here, the Fresnel transmission out of the surface results in partial polarisation of the light. Exploitation of this cause of polarisation has the advantage that we do not need to assume that the illumination is unpolarised. Subsurface scattering has a de-polarising effect such that the polarisation of the remitted light can be assumed to have arisen entirely due to transmission out of the surface.

For diffuse reflection, the degree of polarisation is related (Fig. 4a, red curve) to the zenith angle \( \theta(u) \in [0, \frac{\pi}{2}] \) of the normal in viewer-centred coordinates (i.e. the angle between the normal and viewer):

\[
\rho(u) = \sin^2\left(\theta(u) - \frac{\pi}{4}\right) = \frac{1}{4} \cos(\theta(u)) \sqrt{\eta^2 - \sin^2(\theta(u))} - \sin^2(\theta(u)) \left(\eta + \frac{1}{\eta}\right)^2 + 2\eta^2 + 2
\]

where \( \eta \) is the refractive index. The dependency on \( \eta \) is weak \[3\] and typical values for dielectrics range between 1.4 and 1.6. We assume \( \eta = 1.5 \) for the rest of this paper. This expression can be rearranged to give a closed form solution for the zenith angle in terms of a function, \( f(\rho(u), \eta) \), that depends on the measured degree of polarisation and the refractive index:

\[
\cos(\theta(u)) = n(u) \cdot v = f(\rho(u), \eta) = \sqrt{\frac{\eta^4(1 - \rho^2) + 2\eta^2(2\rho^2 + \rho - 1) + \rho^2 + 2\rho - 4\eta^3\sqrt{1 - \rho^2} + 1}{(\rho + 1)^2(\eta^4 + 1) + 2\eta^2(3\rho^2 + 2\rho - 1)}}
\]

where we drop the dependency of \( \rho \) on \( u \) for brevity. Since we work in a viewer-centred coordinate system, the viewing direction is \( \mathbf{v} = [0, 0, 1]^T \) and we have simply: \( n_z(u) = f(\rho(u), \eta) \), or, in terms of the surface gradient,

\[
\frac{1}{\sqrt{\rho(u)^2 + q(u)^2 + 1}} = f(\rho(u), \eta).
\]

The phase angle determines the azimuth angle of the surface normal \( \alpha(u) \in [0, 2\pi] \) up to a \( 180^\circ \) ambiguity: \( \alpha(u) = \phi(u) \) or \( (\phi(u) + \pi) \). This means that the measured degree of polarisation (via \[7\]) and phase angle determine the surface normal up to an ambiguity as either \( \mathbf{n}(u) = \mathbf{n}(u) \) or \( \mathbf{n}(u) = T\mathbf{n}(u) \) where

\[
\mathbf{n}(u) = \begin{bmatrix}
    \sin(\phi(u)) \sin(\theta(u)) \\
    \cos(\phi(u)) \sin(\theta(u)) \\
    \cos(\theta(u))
\end{bmatrix},
\]

and

\[
T = R_z(180^\circ) = \begin{bmatrix}
    -1 & 0 & 0 \\
    0 & -1 & 0 \\
    0 & 0 & 1
\end{bmatrix}.
\]

See Fig. 3 for a visualisation of these two constraints (shown in red and blue).

4.4 Shading constraint

The unpolarised intensity provides an additional constraint on the surface normal direction via an appropriate reflectance model. Following Assumption \[8\] we use the Lambertian model and from Assumption \[8\] albedo is either:

\[
\mathbf{T} = \mathbf{n}(u)
\]

Fig. 3: Visualisation of constraints on surface normal provided by polarisation image: phase angle (red), unpolarised intensity (green) and degree of polarisation (blue). In non-degenerate cases, the three constraints uniquely determine the surface normal direction and we show how to express these constraints directly in terms of surface height.
1. known and has been divided out, or 2. uniform and factored into the light source vector \( s \in \mathbb{R}^3 \). Hence, unpolarised intensity is related to the surface normal by:

\[
i_{un}(u) = \cos(\theta_i(u)) = n(u) \cdot s,
\]

where \( \theta_i(u) \) is the angle of incidence (angle between light source and surface normal). In terms of the surface gradient, this becomes:

\[
i_{un}(u) = \frac{-p(u)s_x - q(u)s_y + s_z}{\sqrt{p(u)^2 + q(u)^2 + 1}}.
\]

Note that if the light source and viewer direction coincide then this equation provides no more information than the degree of polarisation. This explains the need for Assumption [10]. The addition of the shading cue uniquely determines the surface normal at a pixel (see Fig. 5: shading cue shown in green; in this example the solution is \( \mathbf{T} \mathbf{n} \)).

### 4.5 Polarisation constraints as linear equations

In practice, the polarisation image quantities will be noisy and an exact solution may not exist. A least squares solution at each pixel independently leads to surface normal estimates that are first noisy and second will not satisfy the integrability constraint. Both of these problems can be addressed by posing the problem in terms of estimating surface height and solving a system of equations globally. With this goal in mind, we start by showing that the polarisation shape cues can be expressed as per pixel equations that are linear in terms of the surface gradient.

First, we note that the phase angle constraint can be written as a collinearity condition. This condition is satisfied by either of the two possible azimuth angles implied by the phase angle measurement. Writing it in this way is advantageous because it means we do not have to disambiguate the surface normals explicitly. Instead, when we solve the linear system for height, the azimuthal ambiguities are resolved in a globally optimal way. Specifically, we require the projection of the surface normal into the \( x'y' \) plane, \( [n_x, n_y] \), and a vector in the image plane pointing in the phase angle direction, \( \sin(\phi), \cos(\phi) \), to be collinear. These two vectors are collinear when the following condition is satisfied:

\[
n(u) \cdot [\cos(\phi(u)), -\sin(\phi(u)), 0]^T = 0.
\]

Substituting (2) into (13), we obtain:

\[
-p(u) \cos(\phi(u)) + q(u) \sin(\phi(u)) \sqrt{p(u)^2 + q(u)^2 + 1} = 0.
\]

Noting that the nonlinear term in (2) is always greater than zero, we obtain our first linear equation in the surface gradient:

\[
-p(u) \cos(\phi(u)) + q(u) \sin(\phi(u)) = 0.
\]

This condition exhibits a natural weighting that is useful in practice. The phase angle estimates are more reliable when the zenith angle is large (i.e. when the degree of polarisation is high and so the signal to noise ratio is high). When the zenith angle is large, the magnitude of the surface gradient is large, meaning that disagreement with the estimated phase angle is penalised more heavily than for a small zenith angle where the gradient magnitude is small.

The second linear constraint is obtained by combining the expressions for the unpolarised intensity and the degree of polarisation. To do so, we take a ratio between (2) and (3) which eliminates the nonlinear normalisation factor:

\[
i_{un}(u) = -p(u)s_x - q(u)s_y + s_z,
\]

yielding our second linear equation in the surface gradient.

### 4.6 Linear least squares formulation

We can now write the polarisation constraints in Sec. 4.5 as a linear system of equations in terms of the unknown surface height, \( \mathbf{A} \mathbf{D} \mathbf{z} = \mathbf{b} \), where

\[
\mathbf{A} = \begin{bmatrix} \mathbf{A}_z & \mathbf{A}_s \\ -s_x \mathbf{I}_K & -s_y \mathbf{I}_K \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} 0_K \\ i_{un}(u_k)/f(\rho(u_k), \eta) - s_z \\ \vdots \\ i_{un}(u_K)/f(\rho(u_K), \eta) - s_z \end{bmatrix},
\]

\[
0_K \text{ is the length } K \text{ zero vector and } \mathbf{I}_K \text{ is the } K \times K \text{ identity matrix. The upper half of } \mathbf{A} \text{ evaluates the phase angle linear equations (15) and the lower half evaluates the shading/degree of polarisation ratio linear equations (16).}
\]

In general, \( \mathbf{A} \) is full rank and, in the presence of no noise, a unique, exact solution to (16) exists. From a theoretical perspective, \( \mathbf{A} \) is rank deficient in the special case where \( s_x = -s_y \neq 0 \) and \( \phi = \pi/4 \) in at least one pixel.

In practice, the polarisation image and light source vector will be noisy. Hence, we do not expect an exact solution and formulate a least squares cost function for \( \mathbf{z} \):

\[
\varepsilon_{\text{data}}(\mathbf{z}) = \left\| \mathbf{A} \mathbf{D} \mathbf{z} - \mathbf{b} \right\|^2.
\]

For robust performance on real world data, we find it advantageous (though not essential) to include two priors on the surface height that are explained in the following subsections.

### 4.7 Laplacian smoothness prior

The first prior is a Laplacian smoothness term. This takes the form of a smoothness penalty, \( \varepsilon_{\text{sm}} \):

\[
\varepsilon_{\text{sm}}(\mathbf{z}) = \| \mathbf{w}_{\text{sm}} \mathbf{L} \mathbf{z} \|^2,
\]
where $w_{\text{sm}}$ weights the influence of the prior and $L \in \mathbb{R}^{C \times K}$ is a matrix, each row of which evaluates the convolution of a $3 \times 3$ Laplacian kernel with one of the $C \leq K$ pixels whose local $3 \times 3$ neighbourhood is included in $F$. This prior encourages a pixel to have a height close to the average of its neighbours. It is minimised by locally planar regions, so can lead to oversmoothing of curved regions, but has the advantage of being linear in the surface height.

### 4.8 Convexity prior

The second prior (applicable only to objects with a foreground mask) is a convexity prior that encourages the azimuth angle of the surface normal to align with the azimuth of outward facing boundary normals. This is helpful for data that is noisy close to the occluding boundary, for example when some background is included in the image due to an inaccurate foreground mask.

We compute unit vectors in the image plane that are normal to the boundary and outward facing and propagate these vectors into the interior. We convert these vectors to boundary-implied azimuth angles, $\alpha_b(u)$. See supplementary material for details. Now, to exploit this prior we penalise deviation in the azimuth angle of the estimated surface normals from those provided by the boundary cue, $\alpha_b(u)$. We wish to measure this deviation in a way that is linear in the unknown surface gradients. To achieve this, we construct a surface normal vector $n_b(u)$ using $\alpha_b(u)$ and the zenith angle estimated by polarisation, $\theta(u)$ (using (7)):

$$n_b(u) = [\sin \alpha_b(u) \sin \theta(u), \cos \alpha_b(u) \cos \theta(u), \cos \theta(u)]^T.$$  (22)

Combining (9) and (22) and rearranging, we can express the surface derivatives according to $n_b(u)$ as:

$$p(u) = \frac{\sin \alpha_b(u) \sin \theta(u)}{\cos \theta(u)} \text{ and } q(u) = \frac{\cos \alpha_b(u) \sin \theta(u)}{\cos \theta(u)}.$$  (23)

For numerical stability, we multiply both sides of these equations by $\cos \theta(u)$ (this avoids the magnitude of the equation becoming very large when $\theta(u)$ is close to $\pi/2$). Finally, we weight this prior such that it has high influence close to the boundary but the weight falls off rapidly as distance to the boundary increases. The per-pixel weights are defined as follows:

$$w_{\text{con}}(u) \left( \left[ \max_{v \in F} d_b(v) \right] - d_b(u) \right)^m \in [0, 1],$$  (24)

where $d_b(u)$ is the Euclidean distance from $u$ to the boundary pixel closest to $u$. The scalar $m$ determines how quickly the weight reduces with distance from the boundary.

We now compute a cost that measures the discrepancy between the gradients of the reconstructed surface, $g = Dz$, and those implied by the boundary normal (23), weighted by (24):

$$\varepsilon_{\text{con}}(z) = \sum_{i=1}^{K} w_{\text{con}}(u_i)^2 \left[ (g_i \cos \theta(u_i) - \sin \alpha_b(u_i) \sin \theta(u_i))^2 + (g_{i+1} \cos \theta(u_i) - \cos \alpha_b(u_i) \sin \theta(u_i))^2 \right].$$  (25)

### 4.9 Implementation

We can now combine the height-from-polarisation cost (20) with the cost functions associated with the two priors (21), (25) to form a single system of equations in linear least squares form:

$$\varepsilon(z) = \varepsilon_{\text{data}}(z) + \varepsilon_{\text{sm}}(z) + \varepsilon_{\text{con}}(z) = \left\lVert \begin{bmatrix} A & B \\ w_{\text{sm}} & L \end{bmatrix} z - \begin{bmatrix} b \\ 0 \end{bmatrix} \right\rVert^2,$$  (26)

where

$$B = \begin{bmatrix} \text{diag} (w_{\text{con}}(u_1) \cos \theta(u_1), \ldots, w_{\text{con}}(u_K) \cos \theta(u_K)) \\ \text{diag} (w_{\text{con}}(u_1) \sin \theta(u_1), \ldots, w_{\text{con}}(u_K) \sin \theta(u_K)) \end{bmatrix}.$$  (27)

$$c = \begin{bmatrix} w_{\text{con}}(u_1) \sin \alpha_b(u_1) \sin \theta(u_1) \\ \vdots \\ w_{\text{con}}(u_K) \cos \alpha_b(u_K) \sin \theta(u_K) \end{bmatrix}.$$  (28)

Finally, we solve for the optimal height map using linear least squares:

$$z^* = \arg \min_{z \in \mathbb{R}^K} \varepsilon(z).$$  (29)

Although the system of equations is large, it is sparse and so can be solved efficiently. We use a sparse QR solver. For the height derivative operator, $D$, for each row we compute a smoothed central difference approximation of the derivative equivalent to convolving the height values with a Gaussian kernel and then convolving with the central difference kernel. At the boundary of the image or the foreground mask, not all neighbours may be available for a given pixel. In this case, we use unsmeothed central differences (where both horizontal or both vertical neighbours are available) or, where only a single neighbour is available, single forward/backward differences. We use a value of $w_{\text{sm}} = 0.1$ and $m = 5$ in all of our experiments.

### 5 Illumination estimation from an uncalibrated polarisation image

In this section, we describe how to use the polarisation image to estimate illumination, assuming uniform albedo. Hence, we retain the same assumptions as the previous section but remove Assumption [8]. This means that our SFP method described in Sec. 4 can be applied in an uncalibrated lighting scenario. We start by showing that the problem of light source estimation is subject to an ambiguity. Next, we derive a method to compute the light source direction (up to the ambiguity) from ambiguous normals using the minimum possible number of observations. Finally, we extend this to an efficient optimisation approach that uses the whole image and is applicable to noisy data.

#### 5.1 Relationship to the Bas-relief ambiguity

From the measured degree of polarisation and phase angle, the surface normal at a pixel can be estimated up to a local binary ambiguity via (5) and (10) (see green versus red in
Fig. 5: Illustration of ambiguity using a 1D surface viewed from above. Polarisation normals are locally ambiguous (green versus red), leading to $2^K$ possible disambiguations. With unknown lighting direction, the introduction of shading information reduces the ambiguity to a global, binary one. For the shading images at the bottom, the two possible disambiguations are black versus orange with the resulting local disambiguations shown in green.

Fig. 5. Hence, there are $2^K$ possible disambiguations of the polarisation normals in a $K$ pixel image. In Sec. 4.4, we showed how shading information can be used to resolve this ambiguity locally if the light source direction is known (see Fig. 5). We now consider the setting in which the light source direction is unknown.

For the true light source direction, $s$, one of the following equalities holds:

$$i_{un}(u) = \bar{n}(u) \cdot s \quad \text{or} \quad i_{un}(u) = (T\bar{n}(u)) \cdot s.$$  

Hence, the polarisation measurements for a single pixel place one of two possible linear constraints on $s$, depending on which disambiguation of the surface normal is chosen.

Suppose that we know the correct disambiguation of the normals and that we stack them to form the matrix $N_{true} \in \mathbb{R}^{K \times 3}$ and stack the unpolarised intensities in the vector $i = [i_{un}(u_1) \ldots i_{un}(u_K)]^T$. In this case, the light source $s$ that satisfies $N_{true}s = i$ is given by:

$$s = N_{true}^+i,$$

where $N_{true}^+$ is the pseudoinverse of $N_{true}$. However, for any invertible $3 \times 3$ linear transform $G \in GL(3)$, it is also true that $N_{true}G^{-1}s = i$, and so $Gs$ is also a solution using the transformed normals $N_{true}G^{-1}$. The only such $G$ where $N_{true}G^{-1}$ would remain consistent with the zenith and phase angles implied by the polarisation image is $G = T$, i.e. where the azimuth angle of every true surface normal is shifted by $\pi$. Hence, if we did not know the correct disambiguation then $s$ is a solution with normals $N_{true}B$ but $Ts$ is also a solution with normals $N_{true}T$. Note that $T$ is a generalised Bas-relief (GBR) transformation with parameters $\mu = 0$, $\nu = 0$ and $\lambda = \pm 1$. In other words, it corresponds to the binary convex/concave ambiguity. Hence, from a polarisation image with unknown lighting, we will be unable to distinguish the true normals and lighten from those transformed by $T$. Since $T$ is a GBR transformation, the transformed normals remain integrable and correspond to a negation of the true surface. This is a global, binary ambiguity. In Fig. 5, either the black or orange interpretation corresponds to $N_{true}$, but from the polarisation image alone we do not know which. To transform from black to orange or vice versa, all the normals are transformed by $T$.

Algorithm 1 Minimal solution for lighting

Inputs:
Vector of unpolarised intensities, $i \in \mathbb{R}^4$
Ambiguous polarisation normals, $\bar{n}_i \in \mathbb{R}^3$, $i \in \{1, \ldots, 4\}$

Output: Estimated light source, $s \in \mathbb{R}^3$

1: // Generate all binary strings of length 4
2: $P := \text{binaryStrings}(4)$
3: // $P_{i,j}$ is the $j$th digit of the $i$th string
4: for $i := 1$ to $2^4$ do
5: // Generate $i$th disambiguation
6: for $j := 1$ to $4$ do
7: $N_j := \begin{cases} n_j & \text{if } P_{i,j} = 0 \\ T\bar{n}_j & \text{otherwise} \end{cases}$
8: end for
9: if rank($N$) = rank ($[N \ i] = 3$) then
10: $s := N^+i$
11: return $s$
12: end if
13: end for

5.2 Minimal solutions

In practice, we will not have the correct disambiguations to hand. We consider the minimum number of observations necessary to find the light source direction (up to the binary ambiguity) when only the ambiguous polarisation normals are known. Suppose that $N \in \mathbb{R}^{K \times 3}$ contains one of the $2^K$ possible disambiguations of the $K$ surface normals, i.e. $N_j = \bar{n}(u_j)$ or $N_j = T\bar{n}(u_j)$. If $N$ is a valid disambiguation (i.e. $N = N_{true}$ or $N = N_{true}T$), then (with no noise) we expect: $Ns = NN^+s = i$. We can see in a straightforward way that three pixels will be insufficient to distinguish a valid from an invalid disambiguation. When $K = 3, N^+ = N^{-1}$ and so $NN^+ = I_3$ and hence the condition is satisfied by any combination of disambiguations. The reason for this is that $s$ has three degrees of freedom and so, apart from degenerate cases, any three linear equations in $s$ will have a solution, i.e. any combination of transformed or untransformed normals will allow an $s$ to be found that satisfies all three equations.

However, the problem becomes well posed for $K > 3$. We now require that the system of linear equations is consistent and has a unique solution. If some, but not all, of the normals are transformed from their true directions then the system of equations will be inconsistent. By the Rouche-Capelli theorem, consistency and uniqueness requires rank($N$) = rank ($[N \ i]$) = 3. This suggests an approach for simultaneous disambiguation and light source estimation for the minimal case of $K = 4$. We consider each of the $16$ possible normal matrices $N$ in turn until we find one satisfying the rank condition. For this $N$ we find $s$ by (31) and the true light source is either $s$ or $Ts$. The pseudocode for this approach is given in Algorithm 1.

3. The Rouche-Capelli theorem states that a system of linear equations $Qx = y, y \in \mathbb{R}^d$, has a solution if and only if rank($Q$) = rank($Q \ y$) and the solution is unique if and only if rank($Q$) = $d$.

4. The function binaryStrings($K$) returns a $2^K \times K$ matrix containing all binary strings of length $K$ such that each element of the matrix contains $0$ or $1$ and the $i$th row of the matrix contains the $i$th string.
5.3 Least squares combinatorial lighting estimation

With real data, we expect \( \bar{n} \) and \( i \) to be noisy. Therefore, the minimal system of equations corresponding to the correct disambiguation may not permit an exact solution. Instead, a least squares solution using all data is preferable. Following the combinatorial approach in Sec. 5.2, we could build all \( 2^K \) possible systems of linear equations, i.e.

\[
\left[ \bar{n}(u_1) \quad \bar{n}(u_2) \quad \ldots \quad \bar{n}(u_K) \right]^T s = i,
\]

\[
\left[ \bar{T}n(u_1) \quad \bar{T}n(u_2) \quad \ldots \quad \bar{T}n(u_K) \right]^T s = i,
\]

solve them in a least squares sense and take the one with minimal residual as the solution. Pseudocode for this approach is given in Algorithm 2. However, this is NP-hard and impractical for any non-trivial value of \( K \).

5.4 Alternating optimisation and assignment

Since the unknown illumination is only 3D and we have a polarisation observation for every pixel, the systems of equations in (33) are highly over-constrained since \( K \) is large, hence the least squares solutions are very robust. We can write a continuous optimisation problem whose global minima would coincide with the lowest residual system in (33):

\[
s^* = \arg \min_{s \in \mathbb{R}^3} \sum_{j=1}^{K} \min \left[ r_j(s)^2, t_j(s)^2 \right],
\]

where \( r_j \) is the residual with the untransformed normal

\[
r_j(s) = \bar{n}(u_j) \cdot s - i_{un}(u_j)
\]

and \( t_j \) is the residual with the transformed normal

\[
t_j(s) = (\bar{T}n(u_j)) \cdot s - i_{un}(u_j).
\]

An expression of this form is non-convex since the minimum of two convex functions is not convex [29]. However, (33) can be efficiently optimised using alternating assignment and optimisation. We find that, in practice, this almost always converges to the global minimum even with a random initialisation. In the assignment step, given an estimate for the light source at iteration \( w_i, s(w) \), we choose from each ambiguous pair of normals (i.e. \( n \) or \( Tn \)) the one that yields minimal error under illumination \( s(w) \):

\[
N_j(w) := \begin{cases} \bar{n}(u_j) & \text{if } r_j(s(w))^2 < t_j(s(w))^2, \\ \bar{T}n(u_j) & \text{otherwise.} \end{cases}
\]

At the optimisation step, we use the selected normals to compute the new light source by solving the linear least squares system via the pseudo-inverse:

\[
s(w+1) := (N(w))^+ i.
\]

These two steps are iterated to convergence. In all our experiments, this converged in \( < 10 \) iterations. This approach can be extended to spherical harmonic illumination [16].

Note that the assignment step (36) disambiguates each surface normal locally (i.e. choosing between red and green in Fig. 5). The global convex/concave ambiguity described in Sec. 5.1 remains. To resolve this (i.e. to choose between black and orange in Fig. 5), we arbitrarily choose from the two possible light source directions the one that gives the surface height map with maximal volume.

The alternating optimisation procedure can be viewed as simultaneously estimating illumination and shape. Since the assignment step resolves the ambiguity at each pixel, upon convergence we have a surface normal estimate for each pixel. However, this does not perform well because the surface normal estimates use only local information, are made independently at each pixel and the integrability constraint is only imposed during surface integration. These factors motivate the global method proposed in Sec. 4.

6 Albedo estimation from a calibrated polarisation image

In Sec. 5 we assumed that albedo was uniform and estimated unknown lighting. We now present an alternative for the case of an object with spatially varying albedo. This requires that the illumination direction (but not necessarily its intensity) is known. Note that if we know only the direction of the illumination, but not its intensity, we can arbitrarily set \( ||s|| = 1 \) and albedo is estimated up to an unknown global scale. Once albedo has been estimated, it can be divided out of the unpolarised intensity image and linear height estimation performed as in Sec. 4. We retain the same assumptions as Sec. 5.1 but can remove Assumption 8 since we now estimate spatially varying albedo.

6.1 Locally ambiguous albedo estimation

Introducing a spatially varying albedo \( a(u) \in [0, 1] \) to (30), the unpolarised intensity with no noise is given by:

\[
i_{un}(u) = a(u) \bar{n}(u) \cdot s \quad \text{or} \quad i_{un}(u) = a(u) (\bar{T}n(u)) \cdot s.
\]

With illumination known, we can estimate the local albedo up to a binary ambiguity: \( a(u) = a_1(u) \) or \( a_2(u) \) where

\[
a_1(u) = \frac{i_{un}(u)}{\bar{n}(u) \cdot s} \quad \text{and} \quad a_2(u) = \frac{i_{un}(u)}{(\bar{T}n(u)) \cdot s}.
\]
Note that, for pixels where the light source lies on the plane bisecting the two possible surface normal directions, i.e. \( \mathbf{n}(\mathbf{u}) \cdot \mathbf{s} = (\mathbf{T}\mathbf{n}(\mathbf{u})) \cdot \mathbf{s} \), the two expressions are equal and the albedo is well-defined. Note also that the bound can be tightened since \( a(\mathbf{u}) \geq i_{\text{un}}(\mathbf{u}) / \| \mathbf{s} \| \).

However, in general there will be two possible solutions. We cannot use the same approach as for lighting estimation where the unknown lighting vector is only 3D but every pixel provided a pair of possible constraints. Instead we must exploit spatial smoothness and solve an optimisation problem over the whole albedo map simultaneously. From Assumption 2 and since the diffuse shading function \( i(\mathbf{u}) \) is smooth, we can conclude that the shading itself is smooth with no further assumptions. To emphasise: we do not need to assume that the albedo itself is smooth.

### 6.2 Nonlinear albedo optimisation

The polarisation normals and, to a lesser extent, the lighting and unpolarised intensities will be noisy. Hence, neither of the two solutions in \( a \) may be a good estimate. For this reason, we pose albedo estimation as a nonlinear optimisation problem in which \( a \) is only a data term which need not be satisfied exactly:

\[
\varepsilon_{\text{data}}(a) = \sum_{\mathbf{u} \in \mathcal{F}} \min \left[ \left( a(\mathbf{u}) - a_1(\mathbf{u}) \right)^2, \left( a(\mathbf{u}) - a_2(\mathbf{u}) \right)^2 \right].
\]

(40)

As with the objective function for lighting estimation, this is non-convex. We augment the data term by a penalty that measures the smoothness of the shading implied by the estimated albedo, encouraging spatial smoothness of the solution. We evaluate this by convolving a Laplacian smoothing kernel with the implied shading, \( \mathbf{d} \in \mathbb{R}^K \):

\[
\varepsilon_{\text{smooth}}(a) = \| \mathbf{Ld} \|^2, \quad \text{with} \quad \mathbf{d}_i = \frac{i_{\text{un}}(\mathbf{u}_i)}{a(\mathbf{u}_i)},
\]

(41)

where \( \mathbf{L} \) performs the convolution, as in (21).

The overall optimisation problem is:

\[
a^* = \arg \min_a \varepsilon_{\text{data}}(a) + \lambda \varepsilon_{\text{smooth}}(a),
\]

\[\text{s.t.} \quad i_{\text{un}}(\mathbf{u}) / \| \mathbf{s} \| \leq a(\mathbf{u}) \leq 1,\]

(42)

where \( \lambda \) is the regularisation weight. We compute the cost function gradient analytically, use sparse finite differences to compute the Hessian and solve the minimisation problem with bound constraints on the albedo using the trust region reflective algorithm. Since the data term is non-convex we require a good initialisation. This is provided by using a global convexity assumption to disambiguate the polarisation normals, as in \( \mathcal{F} \), \( \mathcal{I} \), and using this disambiguation to select from \( \mathcal{F} \).

### 7 Specular reflection and polarisation

Many dielectric materials, including porcelain, skin, plastic and surfaces finished with gloss paint, exhibit “glossy” reflectance, i.e. in addition to subsurface diffuse reflectance, some light is reflected specularly through direct reflection at the air/surface interface. In order to allow surface height (Sec. 3) and albedo (Sec. 6) estimation to be applied to such objects, we propose some simple modifications to handle specular reflections. For lighting estimation on a glossy object, we simply apply the method in Sec. 5 only to diffuse-labelled pixels.

#### 7.1 Additional assumptions

We add the following assumptions to those listed in Sec. 4.1 but in so doing remove the need for Assumption 7:

- Reflectance can be classified as diffuse dominant or specular dominant
- Specular reflection follows the Blinn-Phong model \( \mathcal{M} \) with known uniform parameters
- Light source \( \mathbf{s} \) is positioned in the same hemisphere as the viewer, i.e. \( \mathbf{v} \cdot \mathbf{s} > 0 \)

Assumption 11 is consistent with recent work \( \mathcal{F}, \mathcal{I} \).

#### 7.2 Specular labelling

We label pixels as specular or diffuse dominant by thresholding a combination of three heuristics: 1. the degree of polarisation \( \rho > \sim 0.4 \) implies specular reflection, 2. the specular coefficient estimated by the dichromatic reflectance model \( \mathcal{M} \), 3. the rank order of the intensity (we consider only the top 10% brightest pixels). We divide the foreground mask into two sets of pixels. A pixel \( \mathbf{u} \) belongs either to the set of diffuse pixels, \( \mathcal{D} \), \( |\mathcal{D}| = D \), or the set of specular pixels, \( \mathcal{S} \), \( |\mathcal{S}| = S \), with \( \mathcal{F} = \mathcal{D} \cup \mathcal{S} \). It follows from Assumptions 5 and 7 (i.e. a point source illuminating a smooth surface) that specular-labelled pixels will be sparse.

#### 7.3 Specular polarisation model

For specular reflection, the degree of polarisation is again related to the zenith angle (Fig. 4a blue curve) as follows:

\[
\rho_{\mathbf{s}}(\mathbf{u}) = \frac{2 \sin(\theta(\mathbf{u}))^2 \cos^2(\theta(\mathbf{u})) \sqrt{\eta^2 - \sin^2(\theta(\mathbf{u}))^2}}{\eta^2 - \sin^2(\theta(\mathbf{u}))^2 - \eta^2 \sin(\theta(\mathbf{u}))^2 + 2 \sin^2(\theta(\mathbf{u}))^2}. \quad (43)
\]

This expression is problematic for two reasons: 1. it cannot be analytically inverted to solve for zenith angle, 2. there are two solutions. The first problem is overcome simply by using a lookup table and interpolation. The second problem is not an issue in practice. Specular reflections occur when the surface normal is approximately halfway between the viewer and light source directions. From Assumption 13, specular pixels will never have a zenith angle \( \sim 45^\circ \). Hence, we can restrict (43) to this range and, therefore, a single solution. Based on this inversion of (43), we define the function \( f_{\mathbf{s}}(\rho_{\mathbf{s}}(\mathbf{u}), \eta) \), similarly to (7), as:

\[
f_{\mathbf{s}}(\rho_{\mathbf{s}}(\mathbf{u}), \eta) = \cos \theta(\mathbf{u}) = \frac{1}{\sqrt{p(\mathbf{u})^2 + q(\mathbf{u})^2 + 1}}. \quad (44)
\]

In contrast to diffuse reflection, maximal polarisation for specular reflection occurs when the polariser’s transmission axis is perpendicular to the plane of incidence/reflection. This means that the azimuth angle of the surface normal is perpendicular to the phase of the specular polarisation \( \mathcal{M} \) leading to a \( \frac{\pi}{2} \) shift:

\[
\mathbf{u} \in \mathcal{S} \Rightarrow \mathbf{a}(\mathbf{u}) = (\phi(\mathbf{u}) - \pi/2) \text{ or } (\phi(\mathbf{u}) + \pi/2).
\]

(45)

Fig. 4b shows zenith angle estimates using the diffuse/ specular model on \( \mathcal{D} \) \( \mathcal{S} \) respectively. In Fig. 4c, we show the cosine of the estimated zenith angle, a visualisation corresponding to a Lambertian rendering with frontal lighting.
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7.4 Spectral surface gradient constraints

In our earlier presentation of this work [16], we assumed that specular-labelled pixels simply had a surface normal equal to the halfway vector \( \mathbf{h} = (\mathbf{s} + \mathbf{v})/|\mathbf{s} + \mathbf{v}| \). Here, we use an explicit specular reflectance model - the Blinn-Phong model. Although this is a non-physical model, it enables us to arrive at linear equations in the surface gradient. Accordingly, the unpolarisised intensity for specular-labelled pixels is:

\[
\mathbf{u} \in \mathcal{S} \Rightarrow i_{\text{un}}(\mathbf{u}) = \mathbf{n}(\mathbf{u}) \cdot \mathbf{s} + k_s(\mathbf{n}(\mathbf{u}) \cdot \mathbf{h})^\varsigma,
\]

where \( \varsigma \) is the shininess, \( k_s \) the specular reflectivity and the halfway vector \( \mathbf{h} \) is constant across the image. Since diffuse reflectance varies slowly with normal direction, we can use the approximation \( \mathbf{n}(\mathbf{u}) \approx \mathbf{h} \) to compute and subtract the diffuse intensity from the unpolarisised intensity of a specular pixel. Substituting this approximation into (46) and rewriting it in terms of the surface gradient we obtain:

\[
\frac{(i_{\text{un}}(\mathbf{u}) - \mathbf{h} \cdot \mathbf{s})^{\frac{1}{\varsigma}}}{k_s^{1/\varsigma}} = -\frac{p(\mathbf{u})h_x - q(\mathbf{u})h_y + h_z}{\sqrt{p(\mathbf{u})^2 + q(\mathbf{u})^2 + 1}}.
\]

Expressing the polarisation and shading constraints for specular pixels as linear equations is very similar to the diffuse case. The phase angle provides exactly the same linear constraint as (15), though we must substitute in the \( \frac{\pi}{2} \)-shifted phase angles. To obtain the linear equation analogous to (16), we take a ratio between (47) and (44) yielding:

\[
\frac{(i_{\text{un}}(\mathbf{u}) - \mathbf{h} \cdot \mathbf{s})^{\frac{1}{\varsigma}}}{k_s^{1/\varsigma}f_s(\rho_s(\mathbf{u}), \eta)} = -\frac{p(\mathbf{u})h_x - q(\mathbf{u})h_y + h_z}{\sqrt{p(\mathbf{u})^2 + q(\mathbf{u})^2 + 1}}.
\]

Hence, we obtain two linear equations per pixel that can be combined with the diffuse equations and solved in a single linear least squares system of the form in (29).

7.5 Diffuse albedo estimation in specular pixels

We treat diffuse albedo estimation in specular pixels as an inpainting problem. This entails making a stricter assumption about spatial smoothness than in diffuse regions where we only needed to assume that the albedo-free shading was smooth. Specifically, we use an isotropic total variation prior \([33]\) on the estimated albedo:

\[
\varepsilon_{\text{TV}}(a) = \sum_{\mathbf{u} \in \mathcal{S} \cup \mathcal{D}_S} \sqrt{|a(\mathbf{u}) - a(H(\mathbf{u}))|^2 + |a(\mathbf{u}) - a(V(\mathbf{u}))|^2},
\]

where \( \mathcal{D}_S \subset \mathcal{D} \) is the set of diffuse-labelled pixels that have a specular neighbour. \( H(\mathbf{u}) \) is the coordinate of the horizontal neighbour of pixel \( \mathbf{u} \) and \( V(\mathbf{u}) \) is the coordinate of its vertical neighbour. Total variation minimisation has proven to be a highly effective generic prior for tasks such as denoising \([33]\) and inpainting \([34]\). In our case, it amounts to encouraging the albedo to be piecewise smooth in specular regions where we cannot use the smoothness prior on the shading. We add this prior to the nonlinear albedo objective in (42). We initialise diffuse pixels as described in Sec. 6.2 and then initialise specular pixels with the albedo value of the diffuse pixel that is closest in terms of Euclidean distance in the image plane.

8 Experimental results

We now evaluate our illumination, albedo and surface height estimation methods on both synthetic and real data. We implement our methods in Matlab (full source code is available\(^5\)) and run experiments on a MacBook Pro 2.7GHz with 16GB RAM. To construct and solve the linear system of equations required to estimate surface height takes around 1 second. The alternating optimisation to estimate illumination also takes around 1 second. Albedo estimation is the most computationally expensive part of our method, with the nonlinear optimisation taking around 20 seconds.

For synthetic data, we render images of the Stanford bunny with a physically-based reflectance model appropriate for smooth dielectrics (Fig. 5). For diffuse reflectance we use the Wolff model \([35]\). For specular reflectance we use Fresnel-modulated perfect mirror reflection. We vary the light source direction \( \mathbf{s} = [\sin(\alpha_l)\sin(\theta_l), \cos(\alpha_l)\sin(\theta_l), \cos(\theta_l)]^T \) over \( \theta_l \in \{15^\circ, 30^\circ, 60^\circ\} \) and \( \alpha_l \in \{0^\circ, 90^\circ, 180^\circ, 270^\circ\} \). We simulate the effect of polarisation according to (3), (6) and (43) with varying polariser angle, add Gaussian noise of standard deviation \( \sigma \), saturate and quantise to 8 bits. Illumination is modelled as a dense aggregate of 1,000 point sources, distributed around \( \mathbf{s} \), and we aggregate the polarisation fields over these sources. We estimate a polarisation image for each noise/illumination condition and use this as input.

In order to evaluate our method on real world images, we capture two datasets using a Canon EOS-1D X with an Edmund Optics glass linear polarising filter. The first dataset is captured in a dark room using a Lowell Prolight. We experiment with both known and unknown lighting. For known lighting, the approximate position of the light source is measured and to calibrate for unknown light source intensity and surface albedo, we use the method in Sec. 5.4 to compute the length of the light source vector, fixing its direction to the measured one. The second dataset is captured outdoors on a sunny day using natural illumination.

8.1 Illumination Estimation

Table II (uniform albedo) shows the quantitative accuracy of our light source estimate on synthetic data with \( \sigma = 0.5\% \) (results with varying noise in supplementary material). We report mean angular error as a function of \( \theta_s \), averaging over \( \alpha_l \) and 100 repetitions. There is a small increase in error with the zenith angle of the light source.

8.2 Albedo Estimation

We generate synthetic data in the same way as for lighting estimation, however this time we use a simple stripe pattern as the diffuse albedo map. A sample result is in Fig. 8 where an image from the input sequence is shown in (a), our result in (b) and ground truth in (c). The result is largely devoid of shading and successfully inpaints the albedo in specular regions. Once the estimated albedo is divided out from the unpolariised intensity image, we are able to estimate a height map, the surface normals of which are shown in Fig. 7(d). The edges in the albedo map cause no artefacts in the estimated surface. Table II (varying albedo part)

\(^5\)https://github.com/waps101/depth-from-polarisation
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8.3 Surface Height Estimation

Finally, we evaluate surface height estimation using our method in Sec. 4. We compare to the only previous methods applicable to a single polarisation image: 1. boundary propagation [3], [4] and 2. Lambertian shading disambiguation [15]. The second method requires known light source direction and albedo and so for both this and for our method, we provide results with ground truth lighting/albedo ("gt") and lighting/albedo estimated using the methods described in Sec. 3. For the comparison methods, we compute a height map using least squares surface integration, as in [15]. For our method, we compute surface normals using a bicubic fit to the estimated height map.

We show typical results in Fig. 5c-e and quantitative results in Table 1 (RMS height error and mean angular surface normal error averaged over $\alpha_i$ and 100 repeats for each setting; best result for each setting emboldened). The boundary propagation methods [3], [4] assume convexity, meaning that internal concavities are incorrectly recovered. The Lambertian method [15] exhibits high frequency noise since solutions are purely local. Both methods also contain errors in specular regions and propagate errors from normal estimation into the integrated surface. Quantitatively, the result with estimated lighting is slightly better than with ground truth. We believe that this is because it enables the method to partially compensate for noise. Performance is worse in the presence of varying albedo. The flattening artefacts visible in Fig. 6, 7 and 8 (right) is a limitation of SfP. For small zenith angles, polarisation provides only a weak cue and the smoothness prior dominates.

We show a qualitative comparison between our method and the two reference methods in Fig. 8 using known lighting. The comparison methods exhibit the same artefacts as on synthetic data. Some of the noise in the normals is removed by the smoothing effect of surface integration but concave/convex errors in [3], [4] grossly distort the overall shape, while the surface details of the wings are lost by [15]. In Figs. 10, 11 and 12 we show qualitative results of our method on a range of material types, under a variety of known or estimated illumination conditions (both indoor point source and outdoor uncontrolled) and with uniform or varying albedo. Note that our method is able to recover the fine surface detail of the skin of the lemon and orange under both point source and natural illumination. For the varying albedo example in Fig. 12, note that there are no texture transfer artefacts in the estimated shape (i.e. changes in albedo are not interpreted as changes in surface orientation).

To evaluate the influence of the priors described in Sec. 4.7 and 4.8 we conducted an ablation study (see supplementary material). On synthetic data, in the presence of noise, removing the smoothness prior typically increases surface normal error by around 20%. Removing the boundary prior increases the error by 5% and removing both priors increases the errors by 30%. See Fig. 13 and 14 for a qualitative visualisation of their influence. The smoothness prior helps reduce sensitivity to high frequency noise but also avoids a “checkerboard” effect resulting from central difference gradient approximations. The convexity prior is helpful for data that are noisy close to the occluding boundary, for example when some background is included in the foreground mask. This is common with real data.

9 Conclusions

We have presented the first SfP technique in which polarisation constraints are expressed directly in terms of
Surface normal estimates

<table>
<thead>
<tr>
<th>$\theta_i$</th>
<th>Light (degrees)</th>
<th>Albedo</th>
<th>Method</th>
<th>Height (pixels)</th>
<th>Normal (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ours</td>
<td>10.9</td>
<td>8.50</td>
</tr>
<tr>
<td>15°</td>
<td>0.62°</td>
<td>N/A</td>
<td>Ours</td>
<td>10.8</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[3,4]</td>
<td>54.8</td>
<td>29.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[12]</td>
<td>48.5</td>
<td>26.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[15]</td>
<td>44.4</td>
<td>9.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ours</td>
<td>9.80</td>
<td>6.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[3,4]</td>
<td>9.80</td>
<td>6.86</td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td>[12]</td>
<td>7.01</td>
<td>27.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[15]</td>
<td>62.0</td>
<td>25.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[12]</td>
<td>36.5</td>
<td>15.3</td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td>Ours</td>
<td>9.66</td>
<td>6.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[12]</td>
<td>8.66</td>
<td>5.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[12]</td>
<td>213</td>
<td>28.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[15]</td>
<td>205</td>
<td>20.3</td>
</tr>
<tr>
<td>Varying</td>
<td>0.075</td>
<td></td>
<td>Ours</td>
<td>14.72</td>
<td>19.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[3,4]</td>
<td>14.72</td>
<td>19.89</td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td>[12]</td>
<td>149.3</td>
<td>24.7</td>
</tr>
<tr>
<td>30°</td>
<td>N/A</td>
<td>0.11</td>
<td>Ours</td>
<td>17.79</td>
<td>21.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[3,4]</td>
<td>176</td>
<td>35.6</td>
</tr>
<tr>
<td>60°</td>
<td>N/A</td>
<td>0.17</td>
<td>Ours</td>
<td>14.09</td>
<td>17.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[3,4]</td>
<td>240</td>
<td>38.3</td>
</tr>
</tbody>
</table>

TABLE 1: Quantitative results on synthetic data ($\sigma = 0.5\%$).

surface height. Moreover, through careful construction of these equations, we ensure that they are linear and so height estimation is simply a linear least squares problem. The SfP cue is often described as being locally ambiguous. We have shown that, in fact, even with unknown lighting the diffuse unpolariised intensity image restricts the uncertainty to a global convex/concave ambiguity. Our method is practically useful, enabling monocular, passive surface height estimation even in outdoor lighting.

There are many ways that this work can be extended and improved. First, we would like to relax some of the assumptions. Rather than assuming that pixels are specular or diffuse dominant, we would like allow for mixtures of the two polarisation models. Instead of assuming Lambertian and Blinn-Phong reflectance models, an alternative would be to fit a data-driven BRDF model [37] directly to the ambiguous polarisation normals, potentially allowing single shot BRDF and shape estimation. Second, linearising the objective functions by taking ratios means that we are solving a somewhat different optimisation problem to that addressed in previous literature. The linear solution could be used as an initialisation for a subsequent nonlinear optimisation over all unknowns of an objective function that can be directly related to a model of noise in the original data. Third, the minimal solution for light source estimation in Sec. 5.2 may lend itself to a robust light source estimation method, for example using RANSAC. This may improve robustness to outliers. Finally, we would like to explore combining our method with other cues. Since we directly compute height (or relative depth) it would be easy to combine the method with cues such as stereo or structure-from-motion that directly provide metric depth estimates.
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Fig. 10: Qualitative results indoors with point light source and uniform albedo.
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Fig. 11: Qualitative results outdoors on a sunny day and uniform albedo.

Fig. 12: Qualitative result for object with varying albedo.
Fig. 13: Estimated depth maps without (left) and with (right) Laplacian smoothness prior for the object shown in Fig. 9.

The inset zoomed region shows the "checkerboard" effect that occurs with no smoothing.

Fig. 14: Influence of the convexity prior for the object at the bottom of Fig. 10.
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