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Abstract—We explore the concept of abstraction as it is used in visualization, with the ultimate goal of understanding and formally defining it. Researchers so far have used the concept of abstraction largely by intuition without a precise meaning. This lack of specificity left questions on the characteristics of abstraction, its variants, its control, or its ultimate potential for visualization and, in particular, illustrative visualization mostly unanswered. In this paper we thus provide a first formalization of the abstraction concept and discuss how this formalization affects the application of abstraction in a variety of visualization scenarios. Based on this discussion, we derive a number of open questions still waiting to be answered, thus formulating a research agenda for the use of abstraction for the visual representation and exploration of data. This paper, therefore, is intended to provide a contribution to the discussion of the theoretical foundations of our field, rather than attempting to provide a completed and final theory.
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1 INTRODUCTION

To visualize essential aspects of the data we need dedicated mechanisms that abstract—from Latin abstractus, “drawn away”—the (unnecessary) detail to allow the viewer of a visualization to focus on the important elements. The crucial problem in this context is that it is impossible to know what is important and what is not in a general way—importance changes based on the research question, on the application domain, on the data size, on the user, on the specific situation, etc. Visualization technology, therefore, needs to support a dynamic change of data’s visual abstraction to reflect these contextual changes. A fundamental research challenge in visualization is thus to understand what (visual) abstraction really is, what it means, how it can be controlled, and how it is, can be, and should be used in visualization.

In this article we thus attempt a formalization of the concept of (visual) abstraction as it relates to visualization. For this discussion we are inspired by past work, in particular, in illustrative visualization—a sub-field of visualization in which abstraction is one of the main concepts. In doing so, we go far beyond the initial analysis of abstraction in illustrative visualization by Rautek et al. [88] in 2008 and use research that has been published since then to guide our discussion. In our work we specifically focus on the abstraction of spatial data, i.e., such data that has an inherent mapping to 3D or 2D space. Specifically, in addition to formally defining it, we present a number of propositions about abstraction that identify important properties, constraints, and usage scenarios for the concept. Based on this analysis, we postulate important research questions that arise from our formalization. In particular, we discuss use cases such as (semi-)automated visualization design, superimposed visualization for multi-attribute data, abstraction and temporal changes, as well as the role of abstraction in large-scale changes. Finally, we place our discussion into context, mention those elements that are still missing from a complete theory, and discuss the limitations of our current formulation.

While in our following discussion we propose new interpretations of the foundational theory of visualization, we cannot yet provide a completed and final theory. Our work, however, is a significant step forward in forming our understanding of the concept of abstraction in visualization, along with a research agenda for going forward in formalizing this theoretical foundation of visualization in general. Our article is thus part of the scientific “conversation carried out through paper-sized units” [78], in which our goal is to move the discussion forward—not to provide a final answer. Nevertheless, we believe that our article is an important contribution to the discussion of the theoretical foundations of the field of visualization that will be extended in the future.

2 RELATED WORK

Most of the prior work, in particular in computer graphics and non-photorealistic rendering, has been using the term visual abstraction by intuition. In virtually all non-photorealistic rendering approaches, for example, researchers are trying to emulate artistic forms of expressions which introduce abstraction to the depiction, both as part of the chosen medium (e.g., watercolor [17], painterly rendering [23], [119], etc.) as well as as part of the (human) input (e.g., the abstraction in drawing and sketching [9], [75], [80]). For example, Berger et al. [9] used a data-driven approach for synthesizing sketches of human portraits and forced the artists who created their dataset to “abstract” the shapes they drew by giving them less time to finish a particular drawing.

Such an implicit notion of abstraction, however, is not at all sufficient for visualization—here the abstraction serves the goal of facilitating the understanding of the subject matter. Hence we must understand the implications of abstraction and how can we control it effectively and efficiently. Such an abstraction concept needs to go beyond a straightforward approach that either removes detail for a shape/model/object in general or that keeps detail where people look in an image or where a high saliency exists, and removing it elsewhere [29], [93]. Initial attempts to establish an
understanding of visual abstraction for spatial 3D data include the discussion of the field of illustrative visualization by several authors (e.g., [6], [51], [61], [62], [112]) and, in particular, by Rautek et al. [88]. Rautek et al. distinguish low-level visual abstractions which incorporate the use of stylistic rendering techniques that do not provide any dedicated control over the abstraction process. In contrast to such low-level methods, Rautek et al. also describe high-level visual abstractions that are inspired by “expressive techniques” used by illustrators such as “cutaways, breakaways, close-ups, or exploded views.” They also state, however, that even higher levels of abstraction are needed to support reasoning and insight communication—a fundamental challenge that still stands today.

Only few approaches in the subfield of illustrative visualization have investigated such data exploration strategies that purposefully control the abstraction in a visualization. For structural biology, Zwan et al. [110] established an abstraction space that allowed them to control structural abstraction of molecules (Fig. 5), abstraction by means of their depiction style (Fig. 10), and abstraction through the support of depth perception independently. This approach can be used to interactively explore a continuous three-dimensional abstraction space [110] or to adjust two of these abstraction dimensions depending on the location in a single illustration [69] (Fig. 11(a)). Also in molecular visualization, Cipriano et al. [24], [25] derive surface abstractions of complex molecules with varying levels of scale that abstract from the specific molecular structure and that support the higher-level analysis of molecular interactions. In the same domain, Parulek et al. [85], [86] demonstrate how to use different molecular surface representations at different scale levels and show how to seamlessly transition between them (Fig. 11(b)), to facilitate the interactive analysis of complex molecules. In brain connectivity analysis, Böttger et al. [15] and Everts et al. [32] use bundling/contraction strategies to visually expose neuron connections between different brain parts (Fig. 7), inspired by related work in abstract data visualization [44]. Abstraction also plays a role in the interactive visualization of urban landscapes [35], [97] as well as in the creation of map-based visualizations [2], [50]. Within cartography, the dedicated control of abstraction plays a role, in particular, in the creation of maps of transportation networks [84] (e.g., Fig. 1) and in general navigation (e.g., Fig. 12).

In the visualization of non-spatial data, the term abstraction is used when original data is shown in another form than drawing every data item on the display. Such techniques are defined as multi-resolution visualizations and are realized through filtering, clustering, or sampling the original data. To represent the information effectively, quality metrics have been introduced that compare the original visualization with the abstracted multi-resolution representation. Cui et al. [27], for example, have proposed histogram-difference and nearest-neighbor measures, while Johansson and Cooper [55] used quality metrics based on similarity of distance fields derived from visualizations. Earlier, Tuft [108] proposed his data-ink ratio to encourage minimalist data representations—in a way also a form of abstraction in visualization. Yet, while all these approaches present important contributions to the understanding of the role of visual abstraction for spatial or non-spatial data, they all are only isolated solutions that, individually, do not shed light on a more general model for the use of abstraction in visualization.

Instead we can thus look at other fields that can inform our discussion of abstraction. For example, semiotics is the study of symbols and their relation to physical artifacts or meaning they represent. Visual abstraction (e.g., from object to its corresponding symbol) is, therefore, very deeply rooted in this philosophical discipline. Bertin [10] has established an encyclopedic classification of visual symbols and their relation to data. Ware [115] discusses the symbols from the context of whether they have a direct relation to the object they represent and, therefore, can be immediately understood, or symbols that need to be learned. The first category of symbols which can be interpreted without learning comprises sensory ones. Here, perceptual processing creates the link between

2. So far, illustrative visualization techniques have largely been created for spatial data (like our focus in this article)—only few examples for the illustrative visualization of “abstract data” exist (e.g., [4], [41], [59], [68], [73], [83], [111], [114], [116]; also see Fig. 9). Many of these examples, however, also concentrate on stylization (rather than abstraction) aspects.

3. The minimalist data representations encouraged by the data-ink ratio have since then been criticized (e.g., [5], [49]).
the object and corresponding symbol. The second category are arbitrary symbols where there is no relation between the object and its symbol from the perceptual point of view.

Cox [26] relates the data-visualization mapping to metaphors, arguing that every visualization is a metaphor of the data and should always be seen like one. Moreover, different metaphors on the same data can be applied. Cox’s use of the term (conceptual) metaphor in the context of data visualization suggests that the mapping is, in fact, an abstraction.

The term abstraction is also used in the context of visualizations related to a user’s task or the acquired data. Munzner [77] describes a task taxonomy, classifying tasks at the highest level as analyze, search, and query. The data can be characterized by its statistics, derivatives, data element relations, its attribute relations, or shape descriptors. We see visual abstraction, while it is related to the task and data abstractions, as orthogonal to Munzner’s classification.

In the field of computer graphics, abstraction is typically interpreted as simplification (similar to the generalization in cartography). For example, in geometric modeling researchers have derived techniques to remove detail from geometric models to maintain the overall shape (e.g., [74], [117]). Similarly in image processing, abstraction can remove detail from both shape and color values (e.g., [57], [96]). An alternative notion of abstraction in computer graphics was proposed by Gomes and Velho [37] in form of a universes paradigm: A physical object is on the lowest level of abstraction, its mathematical description is the first level of abstraction, which is further abstracted in a discrete representation, and the highest level of abstraction is the implementation universe. These abstraction levels interact with each other and a mathematical concept of mapping can be utilized using this paradigm. While Gomes and Velho’s work [37] thus allows them to relate different forms of objects and shapes or their (theoretical) description with each other, we are more interested in different forms of visual representation of data and the relationships between them.

Hibbard et al. [43] also borrow mathematical reasoning for establishing a relationship between the data and its visualization. They define a display function \( D : U \rightarrow V \), where \( U \) is a set of data objects and \( V \) is a set of displays. Each set they define as lattice which means they create a partial order of models where each model is ranked by how well it corresponds to the underlying ideal mathematical objects. Relating the lattices \( U \) and \( V \), the function \( D \) is a display function if and only if it is a lattice isomorphism. This concept by Hibbard et al. [43] relates to our own as the lattices can be understood as abstraction levels.

The most related work to our own conceptual understanding of abstraction in the context of illustrative visualization has been compiled in the book edited by Strothotte [101]. In this work, the definition of abstraction has been stated and various forms of abstraction have been suggested. The first two features of the process of abstraction Strothotte discusses in Section 1.3.2 (“gradually removing detail and adjusting the rendering style” and “adjusting the size, shape and orientation of parts of a model in combination with their level of detail and their style”) are similar in nature to what we previously noted about the use of abstraction in computer graphics in general and somehow relate to our photometric and geometric abstraction axes, discussed in our Proposition 3.4. Strothotte’s third feature of the process of abstraction (“bringing text and graphics into unison with one another”) raises an interesting question how an image can be abstracted (verbalized) into a text. While it is not

4. The geometric abstraction is here exemplified on Feiner’s APEX [33].

focus of our paper, the authors also comment on abstraction in user interface design where a simplified interface is an abstraction of the full functionality and flexibility of the corresponding system. Abstraction has been also mentioned as the key for being able to deal with different scales, in particular in the geographical context. In the final chapters of Strothotte’s book [101], the authors touch upon the topic of continuity and discontinuity in abstraction.

To facilitate a more in-depth discussion and to allow us to better understand the concept of abstraction with respect to (illustrative) visualization we thus propose, in the remainder of this article, a first formal definition of visual abstraction, we categorize its forms, we examine its advantages and constraints, and we investigate those forms of visual abstraction that have not been in the scope of visualization and computer graphics research to date. We demonstrate the various visual abstraction forms, in particular, on structural biology data due to its specific background and as this field offers a rich spectrum of aspects on which one can apply abstraction.

3 THEORETICAL FOUNDATIONS

Based on this understanding of existing work on abstraction in visualization/graphics, we now attempt a more formal discussion of the concept. We start by defining some basic terms and then formalize several aspects of abstraction.

3.1 Basic Terms

The term abstract is an antonym of concrete or tangible, resulting in an inherent difficulty to describe it. The act of abstraction is consequently hard to capture. We set the following definitions of the terms abstraction, visual representation, and visualization as a baseline for our reasoning.

Definition 1. An abstraction is a transformation which preserves one or more key concepts and removes detail that can be attributed to natural variation, noise, or other aspects that one intentionally wants to disregard from consideration.\(^5\)

Definition 2. The term visual representation refers to any graphical form that can be perceived as a stimulus of the visual system and that is further processed by means of perceptual and cognitive machinery.

Visualization uses visual representations to encode data for humans to look at and gain insight from. It is typically realized as a concatenated pipeline of data acquisition, filtering, its mapping onto geometry, the assignment of visual representations, from which an image is synthesized in the rendering step. People can then view these images, perceptually and cognitively process them, and consequently gain insight [20].\(^6\)

Definition 3. Visualization is a multi-stage transformation of digital data into visual representations which are cognitively consumable by humans.\(^7\)

5. Before converging to presented definition, we have investigated the usage of the term abstraction in various online dictionaries and related literature [101] so that our formulation fits the majority of them.

6. While we consider interaction as a key integral part of data visualization, in this paper we put emphasis on the visual part of the pipeline.

7. Many visualization pipelines that describe this multi-stage transformation have been proposed; a frequently cited pipeline is the one by Card et al. [20].
3.2 Visual Abstraction

As part of this visualization pipeline, data is thus abstracted and detail is removed. In illustration, infographics, data visualization, and the visual arts, however, the term visual abstraction is frequently mentioned when loosely referring to certain visual encodings. Based on Def. 1–3, we can state its meaning more precisely as:

**Definition 4.** Visual abstraction is a concept-preserving transformation used in visual arts and data visualization, which transforms (digital) information into visual representations by removing details attributed to natural variation, noise, etc.\(^8\)

**Proposition 1.** Visual abstraction may serve a plethora of purposes.

In general terms visual abstraction can promote understanding. It can also simplify a complex structure to reveal a membership of an individual to particular species or particular behavior to a corresponding behavior type. Given a dynamic phenomenon, visual abstraction can summarize the process into main stages. Visual abstraction can be further utilized in guiding attention both to structural or temporal aspects. Another example of visual abstraction utilization is interpretation of a particular phenomenon and extracting its elementary principles.\(^9\)

Along the described visualization stages, visual abstraction is used predominantly when non-visual data is transformed into visual representations. In the visualization of certain 3D structures, visual abstraction can affect the geometric representation, shading technique, positional transformations, camera parameters, or a combination thereof. For dynamic phenomena or phenomena that are complex and that consist of an entire spectrum of important aspects, the term visual abstraction can be understood as a composite function that combines together several transformations resulting into a complex visual abstraction.

Let us explain this concept using a specific example of a visualization of the heart muscle function (refer to Fig. 2). The acquisition that captures the heart muscle function can be done, e.g., using a 4D ultrasound device coupled with an electrocardiography (ECG) sensor. A resulting visualization can employ visual abstraction to promote different aspects of the studied phenomenon. The electrocardiogram with a time-intensity plot is one possible visualization of the phenomenon. Such representation abstracts away every aspect of the heart function besides the electrical potential magnitude changes over the pump’s cycle. The visualization of a 2D slice through a 3D structure from the echocardiogram shows an entirely different view, while it is still conveying the same underlying phenomenon. A 3D visual representation shows the overall shape of the organ. By extracting specific heart muscle landmarks from patient data, doctors can personalize a generic heart muscle model, represented as a wireframe model or as a shaded and textured model. Furthermore, Doppler imaging and strain-rate imaging provide physiological information about the muscle, for example using what is called a bulls-eye plot that shows the strain rate in a polar view from the left ventricle tissue. This example lists seven arguably different visual abstractions of one complex physiological phenomenon. If we take into account multiple spatio-temporal scales besides the tissue level, considering cell level down to the molecular level, the number of meaningful visual abstractions would grow substantially.

4 Aspects of Visual Abstraction

Based on these theoretical foundations we now discuss the aspects of visual abstraction that are important for our model. First, we argue for different axes of abstraction and abstraction spaces that we bring together into one overarching model. We then discuss how visual abstraction can be used to convey multiple data attributes. Next, we investigate how abstraction relates to temporal phenomena and, finally, examine aspects that need to be observed as abstraction covers multiple scale levels. In our discussion, we refer back to the related work and use examples to illustrate our points. In the following two sections, we then propose a path toward an overarching theory (Sect. 5) and discuss how our considerations raise several important questions for research on abstraction (Sect. 6).

4.1 Axes of Abstraction

We can see that abstraction affects very diverse aspects of the data and its visual representation. We can thus generally say that it happens along different axes of abstraction—each having its own meaning, purpose, and characteristics:

**Proposition 2.** Visual abstractions, depending on the meaning or intent of a particular visualization user, can lead to fundamentally different transformations from the acquired digital information to visual representations. Given a finite set of meaningful transformations, these would then be points in a visual abstraction space for a given phenomenon. A visual abstraction along a

---

8. This definition simply combines aspects from abstraction (Def. 1) and visualization (Def. 3).

9. Conversely, pure stylization is not necessarily a visual abstraction according to our definition, unless there is a concept associated to such a visual representation.
single data attribute of a studied phenomenon will be considered as a pure visual abstraction and will define an axis of the multi-dimensional visual abstraction space.\textsuperscript{10}

Several prior works from visual arts and visualization also establish a relation to a space spanned by different visual abstractions or abstraction axes. For example, McCloud [72] describes an abstraction space as a triangle with vertices defining extremal points (Fig. 3). One vertex is reality, which could be also considered as the visual appearance of an object without any abstraction applied. The horizontal abstraction direction towards language depicts simplification, generalization, or conceptualization of the particular object instance. The top vertex is what McCloud calls the picture plane, which somehow represents a mixture of visual elements, sketchiness, style, or medium. While the abstraction along the horizontal edge relates to object or object space, the vertical direction upwards is increasingly related to elements in the image space. In the context of data visualization, this triangle could be redrawn such that the reality vertex would be the origin of our imagined abstraction space, the language vertex would define the direction along the geometric visual abstraction, and the picture plane vertex is defining the orientation along the photometric visual abstraction. These two abstraction terms will be further discussed below.

If we look at the works of masters of visual arts such as Mondrian or Picasso, their artwork documents experiments with varying levels of visual abstraction. For instance, Picasso explored the simplification of geometry of the presented object as well as the shading style from detailed shading, via flat shading, to line drawing and finally to a silhouette.\textsuperscript{11} His visual abstraction gradually removes all detail until only a kind of geometric skeleton represented by lines is preserved. A hypothesis about two abstraction axes can thus be drawn from these art studies:

**Proposition 3.** Visual abstraction of (three-dimensional) structures comprises at least two axes of visual abstraction: the geometric and the photometric one.\textsuperscript{12} The geometric axis would abstract from particular shape details of the 3D object, while preserving distinct features that characterize a given 3D structure. Often some form of a semantic or topological skeleton would drive the geometric simplification. The photometric axis would simplify the light propagation to simpler shading techniques such as flat shading for example, furthermore to a line drawing and finally to a silhouette.

Topology, namely scalar and flow topology [60], [87] as well as skeletonization [21], [22], [32] (Fig. 7). In geographic information systems, other examples for geometric abstractions are subway networks decomposed into chemical, physical, functional, or other semantic subunits, the abstraction can change the geometry substantially from one representation to another one, encoding semantics on a higher level of detail, e.g., for molecules (Fig. 5, [110]). Even if this decomposition is not necessarily inherent or many possibilities exist, abstracting visualizations can show meaningful excerpts from otherwise continuous datasets as it is frequently done, for example, in flow visualization [14], [47], [100], [102] (Fig. 6). Other examples for geometric abstractions are subway networks (Fig. 1) and the contraction-based abstraction of brain connectivity [21], [22], [32] (Fig. 7). In geographic information systems, maps are typically stored with the highest level of geometric detail. For a larger perspective, structures such as borders, roads, and

---

\textsuperscript{10} Initial considerations of abstraction space and axes of abstraction are related to our earlier work on the abstraction of molecular structures [69], [110]. Based on this initial work, we investigated other visualizations and related work in the arts and illustration to arrive at the formulation of Proposition 2.

\textsuperscript{11} See images from the series, e.g., at https://www.moma.org/interactives/exhibitions/2010/picassoprints/main.html#states/lithography.

\textsuperscript{12} While using the terms surface and shading abstraction resp. structural abstraction and ‘illustrativeness,’ these considerations have been stated in our earlier work [85], [110]. The same axes can also be found in abstraction approaches for other visual representations, such as the (map generalization) ones for traffic networks (see Fig. 1).
This axis is the use of ambient occlusion (e.g., [104]), a form of shading between local and global illumination. In van der Zwan et al.’s work [110] this abstraction axis would roughly correspond to spatiality (i.e., presence or absence of depth cues).

From local illumination models, an abstraction can continue further by transforming large intensity gradients into sharper intensity transitions [30], up to abstractions into line drawings [65]. While this visual abstraction is of photometric nature, perhaps there are more abstraction axes that deal with photometric aspects of the visualization. Van der Zwan et al. [110] suggest that a separate but related axis denoted as the illustrativeness could be used (Fig. 10): a transition from “photorealism” to toon shading to line drawing.

It is an open question whether the aspect of texture is a part of geometric abstraction, of photometric abstraction, or if it forms a separate category. Considering texture as a surface detail it would relate it to the geometric abstraction axis, while seeing the texture as a material property would relate it rather to the photometric abstraction axis. Further below we discuss the abstractions across scales and, in this regard, we can understand a texture as a photometric abstraction of (a much more detailed) geometry.

Finally, while both photometric and geometric abstractions communicate key aspects of the data, they additionally convey a level of certainty about the data itself. When using photorealistic architectural visualizations for planned real estate, the expectations often do not match the built reality. Photorealism, in such a case, communicates a high level of certainty. A sketchy drawing often conveys that the idea is still being formed and might differ from the reality in certain level of detail (e.g., [95]).

**Proposition 4.** Visual abstraction can convey uncertainty associated to the displayed data/information. Photorealistic depictions have virtually no uncertainty, while sketchy drawings convey rather conceptual ideas rather than physical implementations.13

The existence of several abstraction axes raises the question of when axes can be considered to be independent from/orthogonal to each other. The independence of axes arguably requires that changes introduced by one are not affected by changes along another. The semantics of the introduced abstraction, however, may also affect their independence:

13. This argumentation is inspired by Schumann et al.’s [95] work and is supported by several architectural modeling/rendering systems; e.g., Piranesi [89].
Proposition 5. Axes in an abstraction space can be considered orthogonal to each other if their respective changes to the visual representation are independent of each other and if the semantics of the introduced change is unique for each axis.  

4.2 Abstraction for Conveying Multiple Data Attributes

Bringing back the focus to the challenge of communicating a comprehensive insight about a complex phenomenon, a central question here is how to distribute the visual estate to provide essential information about each relevant data attribute of the underlying data. Visualization systems must necessarily contain, generally speaking, a compositor layout that integrates the data attributes into the final visualization.

Rautek et al. [88] had initially categorized the visual abstractions into low-level and high-level visual abstractions. The low-level ones were stated to deal with shape representation and its semantics, while the high-level visual abstractions, on the other hand, determine what to show and how dominant a particular structure should be in the resulting visualization. Revisiting this categorization with an integrative multi-attribute or multi-variable visualization in mind, the low-level visual abstractions are, in fact, visual encodings, while the high-level visual abstractions are complex n-ary compositing operators applied on the visual encodings of individual data attributes. The work by van der Zwan et al. [110], however, suggests that there may be a continuous transition (i.e., one where the visual representation does not abruptly change) from low-level to high-level visual abstractions such that we can state:

Proposition 6. Visual abstractions determine the visual appearance of structure, but also which structural component should be visually emphasized and which should be rather suppressed. Visual abstractions often gradually introduce changes to visualizations, and many axes of abstraction are continuous. Other abstractions, however, are introduced as discrete steps such as dimensionality reductions.

Proposition 7. Each axis of abstraction can affect the visualization at a different level of semantic conceptualization, at a low level, a high level, or a range of levels of abstraction.

Geometric and photometric abstractions would predominantly fall into low-level abstractions end of the spectrum. Occlusion management techniques, focus+context techniques, semantic zooming techniques, and visual guidance would fall into high-level abstractions. Depth of field, for example, could be considered to cover a range of abstraction in-between the extremes.

4.3 Abstraction Conveying Emergence and Process

So far we have been concerned with an abstraction that applies to a static structure. The phenomena studied using visualizations, however, often take place over time. Their own development or the process in which they take part often forms a sequence or graph of events that we generally denote as story. A story can be abstracted into essential information—for a linear process this corresponds to a story line, consisting of nodes defining a state and edges defining transformations between these states. In more complex processes in which several structures, i.e., actors, are involved that affect each other’s state a story can be abstracted into an interconnected story-graph instead of a story-line.

Sometimes the process can be abstracted furthermore into a set of elementary rules for structures taking part in the story. These rules govern how the story develops over time. Such construction is often coupled with randomness, resulting into a recipe of a stochastic process. This approach is widely used in procedural modeling in computer graphics and is a frequent approach for modeling in general (context-free grammars, context-sensitive grammars, individual-based modeling, etc.).

Proposition 8. Dynamic and procedural phenomena can be abstracted into a story described by nodes of states and edges of transformations. For a single entity involved in the process, an actor, the abstraction would form a story-line, while the story of several interacting actors would result into a story graph. Such a representation would be an explicit form of a procedural description. An implicit form of describing a procedure would be by defining a rule set for each actor and by letting the actors interact with their environment will model a desired process.

Based on this concept of a temporal process, we need to understand how such a process affects abstraction and how the temporal processes themselves can be abstracted.

Proposition 9. Three trivial visual representations exist for visually abstracting a process. One representation is a direct animation of the process emergence itself, another is the explicit story graph, and the third is the implicit rule-based state machine abstraction.

A straightforward animation, however, presents several problems as we explore visual abstractions or even visualizations in general. The cognitive sciences have a split opinion on the value of animation [109]. Animation is, on the one hand, praised for its value for various kinds of tutorials; on the other hand, it is not considered to be a good method for conveying phenomenal emergence. Visualization of data often serves as an external memory with fast random access for the severely limited working memory of attention. Animation thus counters this value, as a particular state is conveyed to the viewer only for a short instance of time, while adding the benefit of understanding the motion of the data instances [92]. To date no satisfactory solution exists that would couple animation with a fast random access to the data. In addition, animation as a change of the displayed information is invoked by user interaction (e.g., users often change viewpoint settings, visual parameters), resulting in a change of the data appearance [3], [11], [109].

14. In our previous work on an abstraction space for molecular visualizations [110], we described the three axes to be independent and thus orthogonal. The analytical work of Livingston on famous visual arts [67] suggests that various abstraction aspects must act together in a harmony. So while the abstraction axes could be analyzed independently, they are also linked in the sense that a combination of particular individual visual abstractions must match together.

15. In our work on importance-driven feature enhancement [113] we introduce the terms levels of sparseness and importance compositing. The former relates to low-level, while the latter one to high-level abstractions.

16. These abstractions relate to categories in computer animation. The storyline or -graph would relate to keyframing, while the implicit form relates to agent-based animation. Such relation suggests that perhaps there are other dynamic visual abstractions related to inverse kinematics or other categories of computer animation.

17. Direct animation means no abstraction unless there are artificial cuts created, the storyline or -graph relate to the craft of comic [72], and storyline visualizations [66], [103] and the state machine is defined as an abstract machine from mathematics and computer science which represents procedures and sequential logic circuits.
We thus need to study the interaction of abstractions between visual encodings of the same data revealing different aspects [7], [42], [48], [69]. These three animation types in visualization have to be distinct so that a viewer can decode which type of animation was shown:

**Proposition 10.** For time-dependent data, an inherent ambiguity exists between the animation of the data and the changes of a visual representation resulting from an interactive exploration or animated transitions between visual encodings. Such ambiguity leads to a general guideline for visual abstraction stating that a visual abstraction must not be misinterpreted for being part of the original data.  

This aspect of abstraction has not been comprehensively explored in visualization to date and we thus have to investigate how we can use abstraction of the temporal aspects of a dynamic dataset in order to be able to distinguish them from the necessarily continuous changes that result from the interactive exploration. We envision a visually clearly separate representation of these two types of effects that result from the dynamic nature of the data and interaction—in particular through abstraction of the temporal changes. One inspiration for this ultimate goal could come, for example, from work in non-photorealistic rendering that has developed techniques for the portrayal of sequences, such as for furniture assembly instructions [1].

### 4.4 Abstraction Across Multiple Levels of Scale

In addition to the separation of abstraction effects into different axes, we also need to consider the spatial or temporal scale level of our data. We encounter dramatically different levels of scale, for instance, in biology: Researchers study whole organisms, how individual organs behave, how building blocks of organs work, how individual cells are operating—down to the mechanisms at the molecular level of proteins and genetic information. Here it is essential to convey how these distinct scales mutually interact. We thus need to study the interaction of abstractions between these levels and understand visual abstractions that operate across spatio-temporal scales.

**Proposition 11.** Visual abstraction is a key ingredient of a multiscale data visualization. At each scale, a visualization should convey properties that characterize this given scale. To understand how adjacent scales relate to each other, however, a visual integration of these scales is necessary. A continuous visual abstraction transition between these scales can be an effective way to convey their mutual relationship. While the transition across different spatial levels of scale in itself constitutes a form of structural abstraction, it is likely that other forms and axes of abstraction need to work differently at different levels of scale—both spatially as well as temporally.  

For example, researchers have investigated the visual integration of different scale levels of 3D spatial phenomena using multi-scale zooming techniques [46], using changes in geometric representations for genetic molecules [69], using LOD representations [40], or using the blending of different rendering approaches (photometric abstractions) for the different scales at which proteins were studied [63], [86] (examples in Fig. 11). Maps are another well-studied example, where different levels of scale need to be considered for spatial data. As noted before, cartography has developed its own rules in abstracting details, known as map/cartographic generalizations [19]. These include the following operators applied in combination: selection, simplification, combination, smoothing, enhancement, and displacement. Fig. 12 shows examples of different scales and the applied cartographic generalizations.

Within illustrative visualization, Agrawala et al. [2], e.g., have demonstrated that on route maps different scale levels need to be integrated into a single visualization due to the different information needs at various points along a route. A similar case can be made for tourist maps [39], where only some data attributes are shown in high detail, while others can be abstracted further. Moreover, abstraction across different levels of scale is often guided by a set of rules that depend on the application domain, such as Gestalt rules in architecture [80]. These rules control the effect of abstraction at a given scale level—essentially a form of semantic zooming.

**Proposition 12.** Multiscale visual abstractions offer varying levels of detail. Some generic visual abstractions are thus closely related to level-of-detail techniques from the real-time rendering literature, others can be found in map generalizations from map and cartography designs. These techniques need to consider the particular application domain, so that constraints are observed for given scale levels and that transitional inter-level
representations remain meaningful to the domain user.20

Similar to the multi-scale visual abstractions related to the structure, the process (emergence or, generally speaking, a story) can be abstracted along multiple scales. In biology, for example, we can observe heart muscle physiology on a tissue level, where we observe the cycle responsible for the blood circulation. The next level on which the process can be observed is the study of a group of muscle fibers acting together to create a desired contraction pattern. Several scales down we can observe how groups of cells are contributing to the contraction of a single fiber and, ultimately, we can observe individual muscle proteins interacting with each other powered by the ATP molecules. Each scale of this process is carried out within a certain timescale; while a second is reasonable measure for a heart cycle, the observation of one second of processes on the molecular level such that the details of all molecular interactions are clearly conveyed would take more than a lifetime.

Le Muzic et al. [64], for instance, use visual abstraction to simultaneously view two temporal phenomena, whose occurrence frequency differs by three orders of magnitude. This work has touched upon the abstraction of a trajectory of individual molecular elements. The shape of the trajectory has been simplified analogously to geometric simplification approaches, which suggests a relation that motion path can be a subject of a geometric abstraction. In another work from cell biology [28], a model of cell content is used which consists of a geometric structure where molecules, modeled in detail, are acting as agents in their environment. The same model can be viewed on a low magnification level, where the activity is abstracted into a intensity of a particular color, mimicking molecular activity staining. So the same phenomenon has two different visual abstractions, depending on the inspection scale. Similarly, polymerization can be observed at different levels of spatial and temporal scales [58]. Such biological reaction networks data can also be represented in a schematic way as graphs, as it is common for visualization of reaction pathways. A schematic representation of pathways, denoted as Systems Biology Graphical Notation (SBGN; see https://sbgn.github.io/sbgn/), can be observed at different scales of detail (e.g., Fig. 13).

**Proposition 13.** A multiscale process can be observed on various scales and, on each scale, a fundamentally different visual abstraction might be meaningful. A molecular metabolic process, for instance, can be conveyed in detailed structural view through an animation, on the cell level it can be depicted diagrammatically, and on the body level through hot spots describing the concentration changes over time. The interaction with the different scales of abstraction of a visualization, however, may or may not follow similar principles.

Miao et al. [76], for instance, described a multiscale visualization of DNA nanostructures and, in particular, scale-adaptive modifications of the datasets that adapt to the used scale level and act in a similar way across multiple scale levels (Fig. 14). In other examples, however, different interpretations of similar interaction techniques may be meaningful for different abstraction levels.

### 5 Constructing an Overarching Theory

Previous sections have discussed various forms of visual abstraction that could possibly span an abstraction space. Besides the abstractions related to the 3D structure and illumination, we showed that multiple attributes can compete for visual estate, we discussed the temporal aspect of visual abstraction conveying the process or structural emergence, and we argued that all these abstraction types might be characteristic only for one spatio-temporal scale and that abstractions designed for a single scale might possibly be integrated with visual abstractions characterizing adjacent scales.

Building theoretical foundations about visual abstraction will be especially beneficial for the science of visualization, as the field of visualization generally lacks on theoretical foundations [56]. Such theory could be seen as a “kernel” of visualization because abstraction is at the heart of each step of the visualization process. The developed theory will have a fundamental impact—not only on future visualization research but also on the development of interactive visualization software and toolkits. These tools are expected to integrate means to provide and control visual abstraction for a variety of application problems and domains. Taking a step back, we can see that an initial structuring of visual abstraction emerges. The axes of abstraction seem to be associated with different embedding spaces, as depicted in Fig. 15.

---

20. Our work on structural abstraction of molecular data [69], [110] demonstrated this point. The abstraction from the space-filling representation via the balls-and-sticks, licorice, and backbone views to the secondary structure of the ribbon representation could easily be constructed in a seamless way. Transitions from such internal views to surface-based representations [24], [25], [85], [86] or higher-level structures [38], however, are not straightforward.
Both, abstractions techniques as well as operators, are visually processed. They are, however, often targeting different visual processing stages so we conjecture that

**Proposition 16.** Visual abstraction techniques are more related to perceptual processing of vision, and their application can be used to produce sensory symbols (Sec. 2). Visual abstraction operators, on the other hand, strongly rely on cognition and need to be learned, similar to arbitrary symbols.\(^{21}\)

In addition to this connection to cognition and perception, several additional links to other fields that discuss abstraction can be made. Refinement in computing, for instance, is a concept that uses a verifiable transformation from an abstract program specification to a specific form that can then be executed. Our forms of abstractions do typically not have this verifiable character, they are typically based on decades or centuries of experience in the illustration and depiction of objects or concepts.

## 6 Abstraction Opportunities in Visualization

Due to the current preliminary status of our concept, several detailed questions on the inner workings of the abstraction space remain unclear. Next we point out a number of these open questions, embedded into a discussion of several exemplary opportunities that an understanding of visual abstractions offers and we link these opportunities with particular future research foci.

### 6.1 (Semi-)Automated Visualization Design

Automating the use of visual abstractions for the purpose of generating effective and expressive visualization designs has been the goal of visualization for already some decades [71]. For the use of abstraction in visualization, however, we first need to understand the characteristics associated with these abstractions. Certain abstractions can be parameterized from a low to a large abstraction value, such as in case of 3D visualization the suggested geometric or photometric abstractions. We need to understand their validity ranges, whether or not these abstractions preserve specific aspects such as topology. Imagine a representation of a contextual 3D structure. The context is important for orientation purposes so it needs to be present in the visualization (e.g., [106]), but should take only as much of visual estate as really needed, the rest should be dedicated to the object in focus. But how much is as much as really needed? We thus need to characterize the amount of information human observers can extract from specific visual encodings defined by the visual abstraction and how the gained insight scales with increasing or decreasing the abstraction level. With such a characterization we could predict its effectiveness in a particular use case and possibly find a good compromise between its value (i.e., insight gained by a human observer) and cost (i.e., its image estate coverage, assumed cognitive load, computational requirements, etc.).

Based on these thoughts one may now propose to include the viewer’s expertise as a separate axis of abstraction. We would argue, however, the viewer’s expertise does not characterize the introduced abstraction itself but instead specifies the needs of abstraction for the viewer. This decision on the needed amount of abstraction is made before or during the creation of the visualization and can

---

21. The photometric abstractions are related to early stages of visual processing until the signal reaches higher visual processing centers (LOC, V4, IT). The geometric abstraction can be associated with the theory of geons proposed by Biederman [12]. The visual abstraction operators are always associated with a certain purpose or task, which are associated a cognitive processing.

---

**Proposition 15.** The visual abstraction space embeds all abstraction techniques that relate to image, object, time, or scale. Relating to previous terminology, these are low-level abstraction techniques. High-level abstraction techniques, on the other hand, are abstraction compositing operators that combine abstraction techniques, given a certain logic associated with a particular task or purpose. So the techniques and compositors together form a meaningful visual abstraction.
typically not be changed as the visualization is viewed. Even in interactive approaches where the abstraction’s type, degree, and locality can be controlled (e.g., [52], [94]), the abstraction present at any given time is fixed (for a given interpretation of abstraction).

An open question is how to obtain a meaningful characterization of visual abstractions. One systematic approach can be to establish a formal protocol for how a visual abstraction should be characterized, based on how correctly it conveys information to humans, how long it takes to consume the visual representation, and how acceptable the visual encoding is for a given individual and for his or her task at hand (e.g., the different visualizations in Fig. 2) or personality profile (e.g., some may prefer straight transportation maps as in Fig. 1(d), others curved ones such as Fig. 1(e)). Employing well-designed experimental user research methodologies will result in a coherent statistical characterization for the considered visual abstractions.

Establishing the characterization protocol is a research challenge on its own and is closely related to understanding the concept of visual abstraction. Axes of abstraction can serve as a scaffolding in such a characterization process. Yet, we still need to understand the characteristics of these axes. For instance, are the axes continuous or discrete (Proposition 6)? At which level of abstraction do individual axes operate (Proposition 7), and how do we combine them to cover the entire, potentially large abstraction space. How do we efficiently and effectively control the traversal of these axes? Are the axes independent from each other (Proposition 5) or do they form alternative directions of abstraction (branching/forking)? What are the characteristics of a resulting abstraction space?

6.2 Superimposed Visualization for Multi-Attribute Data

The problem with understanding data often relates to the complexity of the analyzed phenomenon and the fact that data simultaneously captures multiple attributes that need to be understood at the same time [118]. In the resulting visualization, however, they compete for the same screen estate. In the example of context visualization from Sect. 6.1, only one structure per spatial location in object space could be shown because all structures were competing for the same visual estate in image space. In a multi-attribute data scenario, the competition for resources starts already in object space.

Today’s visualization designs, therefore, cope with multiple attributes through so called multiple-coordinated views [18] and the brushing and linking metaphor [8]. Each subset of data attributes is shown in a separate view and, through interaction with these in one view, the analyst can observe how the data behaves in other views that display different data attributes. It is this principle upon which most current visual analytics frameworks are based. While such setup scales well as long as the visualizations fit into the visual field of view, the fact that the attributes do not share explicitly the same spatio-temporal reference makes it hard to relate one attribute to another. Interaction, selection, and visual links help to restore the relationship across the data attributes, but these are only loosely integrated. The interaction estate is by a large extent taken by establishing across-attribute relationships, and selection, visual links, and additional visual elements might add to visual clutter.

Instead of such a juxtaposed design [36], [53], relationships across attributes could be better understood if the spatio-temporal reference frame is more tightly shared among the data attributes through superimposition [36], [53]—no interaction is then needed to establish the relationships across data attributes as they are explicit in the visualization. Designing effective and efficient superimposed visualizations is, however, much more challenging than juxtaposed multiple-coordinated views. Sharing the same reference space implies that data attributes fight for the visual estate at the same locations. Moreover, the display of several data attributes quickly leads to visual clutter. There is thus no general methodology on how to design effective integrated multi-attribute visualizations.

With a thorough understanding of visual abstraction and means to control it, however, such superimposed visualization of multi-attribute data promises to become possible. We would need ways to control the amount of visual resources spent on each data attribute at each spatio-temporal location. There is no general methodology yet, however, that would serve as a design guideline on how to distribute the visual budget among the competing attributes of the data. It thus becomes apparent that, especially for multi-attribute visualizations, we need a deeper understanding and theoretical foundations of visual abstraction. The different characteristics of the axes of abstraction as mentioned in Sect. 6.1 will be essential to be able to know how to apply abstraction to effectively encode multiple data attributes in the same space. Moreover, we specifically need to understand how the different axes affect each other and how they affect the reading of the visual variables that encode the displayed data attributes. We thus need to understand which axes are mutually exclusive or which can be used simultaneously as well as whether we can transition/blend between them.

6.3 Temporal Changes and Interpretation Ambiguity

A computational model is used in many real-world situations to simulate possible developments of a certain process. For instance, CFD simulations can lead to complex changes of the data while molecular dynamic simulations generate hundreds of thousands of simulation frames that are no longer possible to be inspected manually—advanced computational instruments are necessary to aid the data analysis. Visualization is a promising approach to analyze such data, but straightforward visual playback will not uncover hidden causal relationships. Yet, only few examples of abstraction for time-dependent data exist (e.g., [34], [47]). Moreover, the situation gets even more critical when the resulting data is streamed to the computer without storing every frame to enable revisiting procedural details on demand. An abstraction of the simulated process itself will thus be a crucial analytical instrument.

Understanding visual abstractions for procedures and dynamics, such as story-line, rules, and state machines will enable us to convey temporal phenomena at different levels of complexity. Given a procedural description to the last detail, such abstraction mechanisms can automatically create a simplified story. Moreover, together with visual abstractions related to the structure, it would be possible to create a continuum that allows us to transition between the structural and the procedural abstraction. While structural abstraction has been implicitly addressed in many scientific works in computer graphics and visualization already, the visual abstraction of processes lacks significantly behind—raising the question of which axes of abstraction directly relate to dynamics. In addition, we need to understand the implications of temporal changes to the underlying data if parts of it are only shown at a higher scale of abstraction—how does the higher-level abstraction need to be adjusted and is this even possible?

The animation-interaction ambiguity of time-dependent data (Proposition 10) is a particularly challenging aspect of future work.
Ultimately, we have to also investigate the question of ambiguity between visual abstraction and actual data. In both cases we have to understand how differently abstracting visual representations can be interpreted by viewers in different ways, and have to study means to (strongly) suggest one interpretation over another.

6.4 Addressing Large Scale Changes

As we pointed out in Sect. 4.4, many phenomena in real life need to be studied on vastly different scales. We thus have to support visual representations that support the scale traversal through abstractions that can cover multiple orders of magnitudes. Current visual abstraction approaches, however, only cover relatively small scale ranges such as the examples shown in Fig. 5 and 11. For communicating how wider scales interact with each other, we will have to find visual representations that use a dramatically different form—up to topology changes. For example for molecular data in structural biology, one has to transition from an internal abstraction of the molecule to a surface-based representation, to ultimately analyze the visual abstraction of all possible related fields. However, none of those fields where visual abstraction plays a significant role which we came across during our research contradicts our statements about visual abstraction and its proposed characteristics. It is thus possible to imagine to expand the domain of validity to broader regions of 3D visualization or even visualization in general.
a contribution to the scientific discourse that will, ultimately, lead us to a better understanding of the principles of visualization itself and, eventually, a theory of visualization science.

Tying again our discussion back into our initial motivation of studying the concept of illustrative visualization, however, we may be able to learn from the proposed model that there are at least two fundamental but related aspects to it. We saw that stylization often relates to photometric abstraction, but can also affect other axes, yet that there are also stylization approaches independent of abstraction (e.g., the emulation of a specific historical style [4]) that can also affect how a visualization is perceived/processed by a person viewing it. Moreover, certain forms of abstraction itself can sometimes be seen as a dedicated style (e.g., the different metro map styles shown in Fig. 1) that better illustrates the subject matter at hand. We thus close by proposing that:

**Proposition 17.** Illustrative visualization = abstraction + stylization, where abstraction can (but does not have to) imply stylization and stylization can (but does not have to) imply abstraction.
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