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Abstract—Jamming attacks are especially harmful when ensuring the dependability of wireless communication. Finding the position of a jammer will enable the network to actively exploit a wide range of defense strategies. In this paper, we focus on developing mechanisms to localize a jammer by exploiting neighbor changes. We first conduct jamming effect analysis to examine how the communication range alters with the jammer’s location and transmission power using free-space model. Then, we show that a node’s affected communication range can be estimated purely by examining its neighbor changes caused by jamming attacks and thus, we can perform the jammer location estimation by solving a least-squares (LSQ) problem that exploits the changes of communication range. Compared with our previous iterative-search-based virtual force algorithm, our LSQ-based algorithm exhibits lower computational cost (i.e., one step instead of iterative searches) and higher localization accuracy. Furthermore, we analyze the localization challenges in real systems by building the log-normal shadowing model empirically and devising an adaptive LSQ-based algorithm to address those challenges. The extensive evaluation shows that the adaptive LSQ-based algorithm can effectively estimate the location of the jammer even in a highly complex propagation environment.
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1 INTRODUCTION

The rapid advancement of wireless technologies has enabled a broad class of new applications utilizing wireless networks, such as patient tracking and monitoring via sensors, traffic monitoring through vehicular ad hoc networks, and emergency rescue and recovery based on the availability of wireless signals. To ensure the successful deployment of these pervasive applications, the dependability of the underlying wireless communication becomes utmost important. Among various threats that can undermine the normal wireless communication, jamming attacks are especially harmful toward achieving reliable wireless communication. As the wireless communication medium is shared by nature, an adversary may just inject false messages or emit radio signals to block the wireless medium and prevent other wireless devices from even communicating. Furthermore, the increasingly flexible programming interface of commodity devices makes launching jamming attacks with little effort. For instance, an adversary can easily purchase a commodity device and reprogram it to introduce packet collisions that force repeated backoff of other legitimate users and thus, disrupt network communications.

To ensure the dependability of wireless communication, much work has been done to detect and defend against jamming attacks. The existing countermeasures for coping with jamming include two types: the proactive conventional physical-layer techniques that provide resilience to interference by employing advanced transceivers [1], e.g., frequency hopping, and the reactive non-physical-layer strategies that defend against jamming leveraging medium access control (MAC) or network layer mechanisms, e.g., adaptive error correcting codes [2], channel adaption [3], spatial relocation [4], or constructing wormholes [5].

Few studies have been done in identifying the physical location of a jammer. However, localizing a jammer is an important task, which not only allows the network to actively exploit a wide range of defense strategies but also provides important information for network operations in various layers. For instance, a routing protocol can choose a route that does not traverse the jammed region to avoid wasting resources caused by failed packet deliveries. Alternatively, once a jammer’s location is identified, one can eliminate the jammer from the network by neutralizing it. In light of the benefits, in this paper, we address the problem of localizing a jammer.

Although there has been active research in the area of localizing wireless devices [6], [7], [8], most of those localization schemes are inapplicable to jamming scenarios. For instance, many localization schemes require the wireless device to be equipped with specialized hardware [6], [9], e.g., ultrasound or infrared, or utilize signals transmitted from wireless devices to perform localization. Unfortunately, the jammer will not cooperate and the jamming signal is usually embedded in the legal signal and thus, is hard to extract, making the signal-based and special-hardware-based approaches inapplicable.

Recent work [10], [11] on jamming localization algorithms relies on metrics other than signals. Without presenting performance evaluation, gradient descent search method based on packet delivery rate (PDR) [11] has been
proposed to localize the jammer. In our prior work, we introduce the concept of virtual forces, which are calculated by examining the node state. Guided by virtual forces, the algorithm pushes or pulls the estimated location of the jammer toward its true position iteratively [10].

In this paper, we propose a noniterative algorithm to localize a jammer, which exploits a node’s neighbor list changes caused by jamming attacks. We have discovered that a jammer may reduce the size of a node’s hearing range, an area from which a node can successfully receive and decode the packet, and the level of changes is determined by the relative location of the jammer and its jamming intensity. Therefore, instead of searching for the jammer’s position iteratively, we can estimate the hearing range by identifying neighbor changes and localize the jammer in one round, which significantly reduces the computational cost yet achieves better localization performance than prior work [10].

We organize the remainder of the paper as follows: we specify our jamming attack model and provide an analysis on jamming effects in Section 2 as well as Section 2 of the supplementary file, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPDS.2011.154. Then, in Section 3, we discuss our basic least-squares (LSQ)-based algorithm. In Section 4 and Section 3 of the supplementary file, which can be found on the Computer Society Digital Library, we present our effort in building a realistic propagation model through empirical study, and introduce the adaptive LSQ-based algorithm that can address radio irregularity. We conduct simulation evaluation and present the performance results in Section 5 as well as Section 4 of the supplementary file, which can be found on the Computer Society Digital Library.

Finally, we conclude in Section 6. The related work is discussed in Section 1 of the supplementary file, which can be found on the Computer Society Digital Library.

2 Analysis of Jamming Effects

In this section, we start by outlining basic wireless networks and jammers that we use throughout this paper and briefly reviewing the theoretical underpinning for analyzing the jamming effects. Then, we study the impact of one jammer with an omnidirectional antenna on the wireless communication at two levels: the individual communication range level and the network topology level.

2.1 Network Model and Assumptions

We target to design our solutions for a category of wireless networks with the following characteristics:

- **Multihop.** We consider a large-scale network, which is densely deployed. We assume that each node has one transmission rate and communicates in a multihop fashion. One example of such a network could be a sensor network.
- **Stationary.** Once deployed, the location of each node remains unchanged. Mobility will be considered in our future works.
- **Neighbor aware.** Each node in the network maintains a table that stores the information of its neighbors, such as their locations or activeness. Such a neighbor table is supported by most routing protocols and can be easily implemented by periodically broadcasting beacons. Moreover, each node is able to track the change on its neighbor table.

**Location aware.** Each node is aware of its own location and its neighbors’ locations. This can be achieved relatively easy as many applications already require localization services [7].

**Homogeneous.** Each node is equipped with an omnidirectional antenna and transmits at the same transmission power level.

**Adaptive-CCA.** Clear channel assessment (CCA) is an essential component of Carrier Sense Multiple Access (CSMA), the de-facto medium access control protocols in many wireless networks. In particular, each network node is only allowed to transmit packets when the channel is idle by using CCA as channel detection.

Typically, CCA works as follows: before transmitting, a wireless device samples the ambient noise floor for a short period and it will transmit only if the sampled value is larger than a threshold $T$. Studies [12] have shown that adaptive-CCA, which adjusts the threshold $T$ based on the ambient noise floor, can achieve better throughput and reduced latency than using a predetermined threshold $T$. Therefore, we assume that each node employs an adaptive-CCA mechanism in our study.

In this work, we focus on locating a jammer after it is detected. Thus, we assume the network is able to identify a jamming attack, leveraging the existing jamming detection approaches [13], [14].

2.2 Jamming Model

There are many different attack strategies that a jammer can perform in order to disrupt wireless communications. In this work, we focus on a representative jammer with the following characteristics:

**Constant jammer.** We use a constant jammer that continually emits a radio signal, regardless whether the channel is idle or not.

**Omnidirectional.** Each jammer is equipped with an omnidirectional antenna and transmits at the same power level. Thus, every jammer has the same jamming range in all directions.

**Nonoverlapping.** We assume there are one or more jammers in the network, but none of their jamming regions overlap.

2.3 Communication in Nonjamming Scenarios

Before analyzing the impact of jamming on the communication range, we briefly review the key factors that affect packet deliveries. Essentially, the MAC layer concept, packet delivery ratio (PDR), is determined by the physical metric, signal-to-noise ratio (SNR). At the bit level, the bit error rate (BER) depends on the probability that a receiver can detect and process the signal correctly. To process a signal and derive the associated bit information with high probability, the signal has to exceed the noise by certain amount. Given the same hardware design of wireless devices, the minimum required surplus of signals over ambient noise is roughly the same. We use $\gamma_0$ to denote the minimum SNR, the threshold required to decode a signal successfully. We consider that Node $A$ is unable to receive messages from Node $B$ when $(SNR)_{B\rightarrow A} < \gamma_0$ where
\( (SNR)_{B \rightarrow A} \) denotes the SNR of messages sent by \( B \) measured at \( A \).

The communication range defines a node’s ability to communicate with others, and it can be divided into two components: the hearing range and the sending range.

- **The hearing range.** Consider Node \( A \) as a receiver, the hearing range of \( A \) specifies the area within which the potential transmitters can deliver their message to \( A \), e.g., for any Transmitter \( S \) in \( A \)'s hearing range, \( (SNR)_{S \rightarrow A} > \gamma_0 \).

- **The sending range.** Similarly, consider \( A \) as a transmitter, the sending range of \( A \) defines the region within which the potential receivers have to be located to assure receiving \( A \)'s messages, e.g., for any Receiver \( R \) in \( A \)'s sending range, \( (SNR)_{A \rightarrow R} > \gamma_0 \).

Consider the standard free-space propagation model, the received power is

\[
P_R = \frac{P_T G}{4 \pi d^2},
\]

where \( P_T \) is the transmission power, \( G \) is the product of the sending and receiving antenna gain in the line of sight (LOS) between the receiver and the transmitter, and \( d \) is the distance between them.

Given that in a nonjamming scenario, the average ambient noise floor \( P_N \) is the same, both the hearing range and the sending range of Node \( A \) will be the same, i.e., a circle centered at \( A \) with a radius of \( r_h = \sqrt{\frac{P_T G}{4 \pi \gamma_0 P_N}} \). This observation coincides with the common knowledge, that is, the communication between a pair of nodes is bidirectional when there are no interference sources.

We note that the hearing range and the sending range characterize a node’s ability to receive and to deliver messages that are influenced by environmental factors (e.g., ambient noise or jammer signals) but not by in-network factors (e.g., interference from network nodes).

### 2.4 The Effect of Jamming on the Communication Range

Applying the free-space model to a jammer, the jamming signals also attenuate with distance, and they reduce to the normal ambient noise level at a circle centered at the jammer. We call this circle the Noise Level Boundary (NLB) of the jammer. Since jamming signals are nothing but interference signals that contribute to the noise, a node located within the NLB circle will have bigger ambient noise floor than the one prior to jamming.

For simplicity, much work assumes that when a node is located inside the jammer’s NLB circle, it loses its communication ability completely, e.g., both its sending range and hearing range become zero. Such assumptions may be valid for nodes that perform CCA by comparing the channel energy with a fixed threshold, since all nodes within the NLB will consider the channel busy throughout the duration that the jammer is active. However, in a network where adaptive-CCA is used, the nodes inside the jammer’s NLB circle will still maintain partial communication ability yet weaker than the nodes outside the NLB circle.

To facilitate analyzing the hearing range and the sending range of Node \( A \), we consider a simple network consisting of three players: Jammer \( J \) interferes with the communication between Transmitter \( B \) and Receiver \( A \), as depicted in Fig. 1. The details on deriving both ranges are presented in the supplementary file, which can be found on the Computer Society Digital Library.

**The hearing range under jamming.** The hearing range of Node \( A \) is a circle centered at \( A \) with a radius of

\[
r_h = \min \left( \frac{|x_J|}{\sqrt{\beta}}, \sqrt{\frac{P_T G}{4 \pi \gamma_0 P_N}} \right),
\]

where \( \beta = \frac{\gamma}{P_T P_N} \).

**The sending range under jamming.** The sending range of Node \( A \) is

\[
\left( x - \frac{x_J}{1 - \beta} \right)^2 + y^2 = \frac{\beta x_J^2}{(1 - \beta)^3},
\]

a circle centered at \((\frac{x_J}{1 - \beta}, 0)\) with a radius of \( \sqrt{\frac{\beta x_J}{1 - \beta}} \).

We depicted both the sending and hearing ranges in Fig. 2 when a node is located at various locations. From Fig. 2, we observed that for node \( A \), because of jamming, the hearing range is no longer the same as the sending range, which can cause nonbidirectional links with its neighbors. In fact, interference can explain the commonly
observed nonbidirectional communications in wireless networks.

2.5 The Effect of Jamming on Network Topology

In this section, we extend our analysis of jamming impact from the individual node level to the network level, and classify the network nodes based on the level of disturbance caused by the jammer.

Essentially, the communication range changes caused by jamming are reflected by the changes of neighbors at the network topology level. We note that both the hearing range and the sending range shrink due to jamming. We choose to utilize the change of the hearing range and its effect on lost neighbors under jamming, since it can be easily estimated by examining receiving ability at each node.

We define that node $B$ is a neighbor of node $A$ if $A$ can receive messages from $B$, which is determined by the $(SNR)_{B→A}$, i.e., the signal-to-noise ratio measured at node $B$ while node $A$ is transmitting. Let $Nbr\{n_i\}$ be the set of neighbors of node $n_i$ before any jammer becomes active. When jammers are present in the network, the network nodes can be classified into three categories according to the impact of jamming: unaffected node $N_U$, jammed node $N_J$, and boundary node $N_B$. Thus, we have

- **Unaffected node.**

  $$N_U = \{n_u|\forall n_i \in Nbr\{n_u\}, (SNR)_{i→u} > \gamma_0\}.$$  

  A node is unaffected, if it can receive packets from all of its neighbors.

- **Jammed node.**  

  $$N_J = \{n_j|\forall n_i \in N_U, (SNR)_{i→j} \leq \gamma_0\}.$$  

  Essentially, a node $n_j$ is jammed if it cannot receive messages from any of the unaffected nodes. We note that two jammed nodes may still be able to communicate with each other.

- **Boundary node.**

  $$N_B = \{n_b|\exists n_i \in N_U, (SNR)_{i→b} > \gamma_0\} \text{ and } \forall n_i \in Nbr\{n_b\} \cap N_J, \forall n_j \in Nbr\{n_j\} \cap N_J, (SNR)_{i→b} \leq \gamma_0\}.$$  

  A boundary node can receive packets from part of its neighbors but not from all its neighbors.

Fig. 3 illustrates an example of network topology changes caused by a jammer. Prior to jamming, neighboring nodes were connected through bidirectional links. Once the jammer became active, nodes lost their bidirectional links either partially or completely. In the example depicted in Fig. 3, the nodes marked as triangles lost all their inbound links (receiving links) from their neighbors and became jammed nodes. Interestingly, some jammed nodes can still send messages to their neighbors, and they may participate in the jamming localization by delivering information to unaffected nodes as described in Section 3. The nodes depicted in rectangles are boundary nodes. They lost part of their neighbors but still maintained partial receiving links, e.g., at least connected to one of the unaffected nodes either directly or indirectly. Finally, the rest of nodes depicted in circles are unaffected nodes, and they can still receive from all their neighbors.

3 LSQ-BASED JAMMER LOCALIZATION

3.1 Algorithm Description

In the previous sections, we have shown that the hearing range of a node may shrink and its neighbor list may change when a jammer becomes active. The levels of changes are determined by the distance to the jammer and the strength of the jamming signals. The basic idea of our LSQ-based algorithm is to localize the jammer according to the changes of a node’s hearing range. To simplify the algorithm description, we start by assuming the node hearing range is known, and we delay the discussion of its estimation to Section 3.2.1.

Consider the example illustrated in Fig. 1, if $B$ happens to be located at the edge of $A$’s hearing range, then we have $(SNR)_{B→A} \approx \gamma_\alpha$, $d_{AB} = r_{hi}$, and $(SNR)_{B→A} \approx \frac{d_{AB}}{d_{AB}^2}$. Therefore, we can obtain the following formula:

$$\left(x_A - x_J\right)^2 + \left(y_A - y_J\right)^2 = \beta r_{hi}^2,$$

where $r_{hi}$ is the new hearing range of Node A, $\beta = \frac{\gamma_\alpha}{\gamma_0}$, and $(x_A,y_A)$ and $(x_J,y_J)$ are the coordinates of A and Jammer J, respectively. In the above equation, the unknown variables include $x_J$, $y_J$, and $\beta$. To obtain those three variables, one equation is not enough.

Suppose that the hearing ranges of $m$ nodes have shrunk to $r_{hi}$, $i = \{1, \ldots, m\}$ due to jamming. Then, we have $m$ equations:

$$\begin{align*}
(x_1 - x_J)^2 + (y_1 - y_J)^2 &= \beta r_{h1}^2, \\
(x_2 - x_J)^2 + (y_2 - y_J)^2 &= \beta r_{h2}^2, \\
&\vdots \\
(x_m - x_J)^2 + (y_m - y_J)^2 &= \beta r_{hm}^2.
\end{align*}$$

Assume that we can obtain $r_{hi}$ for each of $m$ nodes, then we can localize the jammer by solving the above equations. To avoid solving complicated nonlinear equations, we first linearize the problem by subtracting the $m$th equation from both sides of the first $m - 1$ equations and obtain linear equations:
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\[ (x_1^2 - x_m^2) - 2(x_1 - x_m)x_f + (y_1^2 - y_m^2) - 2(y_1 - y_m)y_f = \beta(r_{t_1}^2 - r_{h_m}^2) \]
\[ (x_2^2 - x_m^2) - 2(x_2 - x_m)x_f + (y_2^2 - y_m^2) - 2(y_2 - y_m)y_f = \beta(r_{t_2}^2 - r_{h_m}^2) \]
\[ \vdots \]
\[ (x_{m-1}^2 - x_m^2) - 2(x_{m-1} - x_m)x_f + (y_{m-1}^2 - y_m^2) - 2(y_{m-1} - y_m)y_f = \beta(r_{h_{m-1}}^2 - r_{h_m}^2). \]

Then, it can be written in the form of \( A\mathbf{z} = \mathbf{b} \) with

\[
A = \begin{pmatrix}
  x_1 - x_m & y_1 - y_m & \frac{1}{2} (r_{t_1}^2 - r_{h_m}^2) \\
  \vdots & \vdots & \vdots \\
  x_{m-1} - x_m & y_{m-1} - y_m & \frac{1}{2} (r_{h_{m-1}}^2 - r_{h_m}^2)
\end{pmatrix}
\]

and

\[
\mathbf{b} = \begin{pmatrix}
  (x_1^2 - x_m^2) + (y_1^2 - y_m^2) \\
  \vdots \\
  (x_{m-1}^2 - x_m^2) + (y_{m-1}^2 - y_m^2)
\end{pmatrix}.
\]

We can estimate the location of the jammer and \( \beta \) by using the least-squares method,

\[ \mathbf{z} = [x_f, y_f, \beta]^T = (A^T A)^{-1} A^T \mathbf{b}. \]

3.2 Algorithm Challenges

To localize a jammer using LSQ-based method, two questions have to be answered: 1) How to estimate the radius of a node’s hearing range (aka the hearing radius)? and 2) what are the criteria of selecting nodes as candidates to form equation groups?

3.2.1 Estimating the Hearing Radius

To estimate the hearing radius of Node A after a jammer becomes active, Node A should examine its neighbor list and identify two specially located nodes: its furthest neighbor that Node A can still hear from and its closest node that Node A cannot hear from. Since the distances to those two special nodes provide the lower bound and the upper bound of A’s hearing radius, A’s hearing radius can be estimated as the mean value of those bounds.

Consider the example illustrated in Fig. 4, before the jammer started to disturb the network communication, Node A had a neighbor list of \( \{n_1, n_2, n_3, n_4, n_5\} \). Once the jammer became active, A’s neighbors reduced to \( \{n_2, n_4\} \) and we call this set the Remaining Neighbor Set. At the same time, A can no longer hear from \( \{n_1, n_3, n_5\} \), the Lost Neighbor Set. The estimated upper bound of A’s hearing radius \( r_u \) equals the distance to \( n_5 \), the nearest node in the lost neighbor set; the estimated lower bound \( r_l \) equals the distance to \( n_4 \), the furthest node in the remaining neighbor set. As a result, the true hearing radius \( r_{th} \) is sandwiched between \( [r_l, r_u] \) and can be estimated as \( \hat{r}_h = (r_u + r_l)/2 \).

The estimation error of the hearing radius \( \epsilon_h \) depends on \( (r_u - r_l) \) and can be any value in \([0, (r_u - r_l)/2]\). When the distances between any two nodes are uniformly distributed, the estimation error \( \epsilon_h \) follows uniform distribution with the expected value as \( \frac{(r_u - r_l)}{2} \).

3.2.2 Selecting \( m \) Nodes

The nodes that can contribute to the jamming localization have to satisfy the following requirements: 1) they have a reduced hearing range and their neighbor list has changed; 2) the new hearing range under jamming attacks can be estimated; and 3) they are able to transmit their new hearing radius out of the jammed area.

Although an unaffected node may have a slightly reduced hearing range, its neighbor list remains unchanged. Therefore, its hearing radius cannot be estimated and neither can it contribute an equation to localize the jammer. Likewise, although a jammed node’s hearing range is decreased severely, its remaining neighbor set may be empty, preventing it from estimating the up-to-date hearing radius accurately. Even in the cases when they may estimate their hearing ranges with the help of “Jammed Cluster,” they may not be able to transmit their estimations out of the jammed area due to communication isolation. In short, most of the jammed nodes are not suitable for jamming localization. Only those that can estimate their reduced hearing ranges and are able to send out messages to unaffected nodes can be used.

Finally, with regard to boundary nodes, the hearing range of a boundary node is reduced. Leveraging their reduced neighbor lists, their hearing radii can be estimated. More importantly, they can still communicate with unaffected nodes within finite steps. Therefore, all boundary nodes shall be used to participate in the jamming localization.

In summary, we use the following nodes to form the equation group for jamming localization: all the boundary nodes and the jammed nodes that can estimate their reduced hearing ranges and are able to send out messages to unaffected nodes.

4 Localizing a Jammer in Reality

The previous analysis that exploits the free-space model provides insights in understanding the jamming effect and underlying theoretical basis for our localization algorithms. However, real wireless communication operates in complex propagation environments full of absorption, reflection, scattering, and diffraction, and it cannot be accurately modeled by the free-space model. Because of those characteristics associated with realistic radio propagation, several challenges arise when implementing our localization algorithm in practice. Thus, in this section, we first performed experimental measurements in a real environment to understand radio propagation in practice and then, selected a
model that can represent realistic radio propagation. Finally, we modified the LSQ-based algorithm to address challenges induced by the complex radio propagation.

In practice, we envision that each node periodically samples the PDRs from all its neighbors and delivers them to a designed node that is unaffected. Once the jammer is detected, the designated node runs the LSQ-based algorithm. In other words, the data are acquired distributively but the localization is performed at one node.

4.1 Empirical Study

We conducted experiments in a 50 ft × 50 ft basement with 9-feet ceiling and several columns supporting the ceilings, using micaZ sensor nodes [15]. Due to space limitation, we tuned the transmission power to −15 dBm or −25 dBm to reduce the communication range of sensors. We have measured the Received Signal Strength (RSS) and Packet Delivery Ratio. Fig. 5 shows the resulted RSS contours, which appear to be approximate concentric circles yet with irregular edges. Fig. 6 depicts the measured PDR contours over the rectangular grid of [−25, 50] × [−25, 25] inches. The area where PDR > 0 actually maps to the sending range, and exhibits irregularity that coincides with common observations in wireless communication. The detailed experiment setup and discussions are presented in the supplementary file, which can be found on the Computer Society Digital Library.

4.2 Log-Normal Shadowing Model

To prepare for the extensive performance study, we targeted at discovering a realistic propagation model that can help to build our simulation tools. To balance the trade-off of modeling, we chose a simple model that captures the essential of signal propagation without using computer-aided modeling tools: log-normal shadowing model. The log-normal shadowing model captures both path loss versus distance along with the random attenuation due to blockage from objects in the signal path [16], and it has the following form:

\[
PL(d) = PL(d_0) - 10 \cdot \eta \cdot \log \left( \frac{d}{d_0} \right) + X_\sigma, \tag{7}
\]

where \(PL(d)\) is the path loss at distance \(d\), \(PL(d_0)\) is the known path loss at a reference distance \(d_0\), \(\eta\) is the Path Loss Exponent (PLE), and \(X_\sigma\) is a Gaussian zero-mean random variable with standard deviation \(\sigma\). When \(\eta = 2\) and \(\sigma = 0\), Eq. (7) regresses to

\[
PL(d) = PL(d_0) - 20 \cdot \log \left( \frac{d}{d_0} \right). \tag{8}
\]

Fig. 5. RSS contours with a transmitter located at (−20, 0).

which is the log-normal form of the standard free-space propagation model listed as Eq. (1).

There are two unknown parameters in the log-normal shadowing model: PLE \(\eta\) and the standard deviation \(\sigma\). We determined those parameters based on our experimental measurements: \(\eta = 2.11\) and \(\sigma = 1.0\). Details are presented in the supplementary file, which can be found on the Computer Society Digital Library.

4.3 Dealing with Signal Irregularity

The irregularity of the hearing range caused by random attenuation and multipath propagation in a complex radio environment can create much larger estimation errors of hearing radii than the one obtained assuming the free-space model. The larger estimation errors, in turn, can impair the localization accuracy, especially in the cases when not enough equations are available to “cancel out” those large estimation errors. Thus, the estimated location of the jammer could be very far away from its true location, even out of the jammed region.

To assure that the estimated location of the jammer is inside the jammed region, we utilize centroid-based localization (CL) algorithm, which estimates the position of the jammer by averaging over coordinates of all boundary nodes. Formally, consider that there are \(m\) boundary nodes \([\{x_i, y_i\}]_{i=1...m}\), the position of the jammer can be estimated by

\[
\hat{J} = (\hat{x}_J, \hat{y}_J) = \left( \frac{\sum_{k=1}^{m} x_k}{m}, \frac{\sum_{k=1}^{m} y_k}{m} \right). \tag{9}
\]

Although CL is extremely sensitive to the distribution of boundary nodes and does not provide accurate estimation consistently [10], it always produces a position surrounded by all boundary nodes and can serve as correction when the LSQ-based algorithm fails to perform.

Algorithm 1. The adaptive LSQ-based localization algorithm which incorporates the Centroid method with the original LSQ method. We empirically selected \(a = 0.4\)

\[
\begin{align*}
S & \colon \text{the set of boundary nodes} \\
J_L & \coloneqq \text{LSQ\_localization()} \\
J_C & \coloneqq \text{Centroid\_localization()} \\
d_m & \coloneqq \max \{ ||x_i - x_j||_2 \mid x_i, x_j \in S \} \\
& \text{if } ||J_L - J_C||_2 < a \times d_m \text{ then} \\
& \quad \text{return } J_L \\
& \quad \text{else} \\
& \quad \text{return } J_C
\end{align*}
\]
Thus, we proposed an adaptive LSQ-based localization algorithm that combines the CL method with the LSQ algorithm, as shown in Algorithm 1. We note the name difference between the adaptive LSQ-based algorithm and the pure LSQ-based algorithm, as the latter does not integrate the CL method. In the adaptive LSQ localization algorithm, the jammer’s position is first estimated using both CL (Centroid localization) and LSQ (LSQ localization) independently. We note that LSQ localization returns infinity, when the number of equations is less than the unknown variables. We estimated the span of the jammed region as the maximum distance between all boundary nodes. When the difference of both estimations is larger than a times the span of the jammed region, indicating abnormally large estimation errors, the estimation using CL is returned. Otherwise, the estimation using LSQ algorithm is preferred. We selected a to be 0.4, as it produces the best performance empirically.

We note that Adaptive LSQ localization algorithm does not work well when the jammer is indeed located outside the network and all affected nodes. However, such cases do not impose much concern in practice, as a jammer is less likely to place itself outside of the network, afraid of not fulfilling its objective to disrupt the communication ability of as many nodes as possible. Even if such cases do happen, such situations can be detected by examining the positions of affected nodes with regard to the network edges and then, one can choose to localize the jammer using LSQ-based algorithm instead of CL method.

5 EXPERIMENT VALIDATION

In this section, we highlighted our evaluation results on the performance of the adaptive LSQ-based localization algorithm using the log-normal shadowing model. Detailed evaluations are presented in the supplementary file, which can be found on the Computer Society Digital Library.

5.1 Performance under the Shadowing Model

We evaluated the performance of the adaptive LSQ-based localization algorithms by emulating a real environment. Particularly, we adopted the log-normal model and tuned the parameters obtained from our empirical study, e.g., $\eta = 2.11$ and $\sigma = 1.0$. As such, we utilized the advantages of simulation methodology, e.g., flexibility, low cost, and no physical space limitation yet captured major characteristics of real-world implementation. Furthermore, we can tune the parameters of log-normal model slightly to mimic various radio environments.

We studied the localization accuracy of the adaptive LSQ-based algorithm under shadowing model in various network configurations, including node densities, jammer’s NLB ranges, and jammer’s positions in the network, as well as the standard deviation $\sigma$. We note that when $\sigma = 0$, the shadowing model with $\sigma = 0$ regresses to the free-space model.

**Impact of the node density.** We investigated the impact of the node density on the adaptive LSQ-based localization algorithm by setting the $N$ to $\{200, 300, 400\}$ while fixing the jammer’s NLB range to 60 m. We plotted the mean estimation errors with $\sigma = \{0, 1.0, 2.0\}$ in Fig. 7a. As $N$ increases, the performance of the adaptive LSQ-based algorithm improves for all $\sigma$.

Additionally, for the same $N$ and jammer’s NLB range, we observed that as $\sigma$ increases, the performance of adaptive LSQ-based algorithm decreases. This is caused by the increasing degrees of the hearing range’s irregularity.

**Impact of the jammer’s NLB range.** We measured the mean localization errors of 300-node networks when changing the jammer’s NLB radius to 40, 60, 80, and 100 m, respectively, and plotted the results in Fig. 7b. Again, we observed that as $\sigma$ increases, the performance of the adaptive LSQ-based algorithms decreases. However, as the jammer’s NLB range increases, the accuracy of the estimated jammer’s location does not change much.

**Impact of the jammer’s position.** We placed jammer at the corner $(130, -130)$ and at the center $(0,0)$, respectively, and depicted the mean errors of the adaptive LSQ-based algorithm when setting the jammer’s NLB range to 60 m and $N$ to 300 in Fig. 7c. We observed that when the jammer is located at the center, the adaptive LSQ-based algorithm can localize the jammer with an accuracy better than 12 m on average. However, when the jammer is located at the corner, the mean estimation errors become around 30 m. The increase in estimation errors is because of the usage of CL. The performance of CL algorithm depends on the distribution of the affected nodes and a jammer located at the network corner produces a biased distribution of the affected nodes.

6 CONCLUSION

In this work, we addressed the problem of localizing a jammer in wireless networks and proposed an LSQ-based localization algorithm that estimates the jammer’s location
by utilizing the changes of neighbor nodes caused by jamming. We have analyzed the impact of a jammer on both a node’s hearing range and sending range. And we have shown that the levels of a node’s hearing range changes are determined quantitatively by the distance between the node to the jammer. The change of a node’s hearing range can be estimated by exploiting the changes of its neighbors. Therefore, we can localize the jammer by examining the neighbor list changes of multiple nodes and constructing a least-squares problem. Our approach does not depend on measuring signal strength inside the jammed area, nor does it require to deliver information out of the jammed area. Thus, it works well in the jamming scenarios where network communication is disturbed.

We analyzed and evaluated our LSQ-based jammer localization algorithms in both the free-space and the shadowing model that represent the real radio environment. Under the free-space model, we compared our LSQ-based jammer localization algorithm with our prior work, i.e., the virtual force iterative localization (VFIL) algorithm that involves searching for the location of the jammer iteratively. Since the LSQ-based approach finishes the location estimation in one step, it significantly reduces the computation cost while achieving better performance. We have shown that our LSQ-based approach outperforms the VFIL regardless of node distributions, network node densities, jammer’s transmission ranges, and jammer’s positions by simulation.

To address the irregularity that exists in real systems, we studied our LSQ-based algorithm in the shadowing model. Particularly, we extended the pure LSQ-based localization scheme to an adaptive version by combining it with the centroid method. To evaluate the adaptive LSQ-based algorithm, we built our simulation environment based on the shadowing model and used the parameters obtained empirically from our experiments. Our extensive simulation results have confirmed that the adaptive LSQ-based algorithm is effective in localizing jammers in all experiment configurations, even in a highly complicated radio environment.
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