but this can be true if and only if \( f_k \) subsumes \( f_j \) for some \( j \in S \) according to Lemma 2. Therefore, \( f_k \leq f_j = f \) for some \( j \in S \) since \( f_i \) is assumed to be a prime implicant or \( k = j \).

In this note a reduction rule is obtained in order to achieve the simplest representation of a fuzzy function in canonical sum-of-products form. The rule is stated as follows.

**Reduction Rule:** If a term \( f_k \) subsumes a second term \( f_j f_k \) is deleted. This rule is applied repeatedly for all terms of \( F \) until no two terms subsume each other.

A direct consequence of Lemma 1, Theorem 2, and the reduction rule is the following.

**Theorem 3:** The reduction rule generates all the prime implicants of \( F \).

This leads to Theorem 4.

**Theorem 4:** The minimum canonical sum-of-products form of fuzzy function \( F \) is the union of all its prime implicants.

The proof can be obtained in two steps:

1. **Step 1:** \( F \) is the union of all its prime implicants.
2. **Step 2:** The minimum canonical sum-of-products form of \( F \) is the union of all its prime implicants.

**Proof of Step 1:** This is a direct consequence of Lemma 1 and Theorem 3.

**Proof of Step 2:** To prove this, it is only necessary to show that no prime implicant is redundant. Renumbering the prime implicants of \( F \) yields the terms \( f_1, f_2, \ldots, f_m; \) if we next assume that \( f_1 \) is a redundant prime implicant of \( F \) then \( F = f_1 + f_2 + f_3 + \ldots + f_m = f_2 + f_3 + \ldots + f_m \), which implies \( f_1 \leq f_2 + f_3 + \ldots + f_m \). But by Lemma 2, \( f_1 \) subsumes \( f_k \) for some \( k \in \{ 2, 3, \ldots, m \} \), which contradicts the idea that \( f_1 \) is a prime implicant.

In order to simplify a fuzzy function to the minimum canonical sum-of-products form based on Theorems 3 and 4, it is necessary and sufficient to apply the reduction rule. This can be easily carried out by inspection. As an illustration, consider the fuzzy function of three variables used in [8] and [9].

\[
F(X_1, X_2, X_3) = X_1' \cdot X_2' \cdot X_3 + X_1' \cdot X_2 \cdot X_3' + X_1 \cdot X_2' + X_1 \cdot X_2 + X_1 \cdot X_1' \cdot X_3
\]

Applying the reduction rule, the result is

\[
F(X_1, X_2, X_3) = X_1' \cdot X_2' \cdot X_3' + X_1' \cdot X_3' + X_1 \cdot X_2 + X_1 \cdot X_1' \cdot X_3.
\]

**Conclusions**

This note shows that every prime implicant of a fuzzy function is a term of a given fuzzy function and that its minimum canonical sum-of-products form is the union of all its prime implicants. This is in contrast with a Boolean function where not every prime implicant is a term of the given function and its minimum canonical sum-of-products form does not necessarily contain all its prime implicants. The minimum canonical sum-of-products form of a fuzzy function is achieved by deleting its terms that subsume any other term.
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Abstract—A concept of functional transformation of multivalued switching functions, used to obtain simplified implementations is presented. Given some function \( f \), a transformed function \( g \) is generated from \( f \) by performing some or all of the truth values. Then, implementing \( g \) and performing a reverse permutation, a simpler implementation for \( f \) is obtained. A \( P \) matrix technique is given to facilitate determination of the required permutation.

Index Terms—Combinational circuits, functional transformation, many-valued logic, simplification, switching algebra.

I. FUNCTIONAL TRANSFORMATION

Practical design of logic networks is subject to constraints such as cost, speed, fan-in, fan-out, tolerances, etc. Clearly, the foremost of these is cost, which has given impetus to development of numerous simplification techniques aimed at reducing the cost by minimizing the number of basic elements in the network.

Until the last decade only 2-valued logic networks found use in practice. However, in recent years the possibility of utilizing multivalued networks has been investigated, resulting in several multivalued switching algebras [1]–[4], at least two of which [2], [3] hold promise for successful practi-
rical application. Workable circuits for the algebra in [3] have also been developed, using conventional components [6].

In general the cost of multivalued circuits taken on a per gate basis is greater than that of 2-valued gates. Thus it is particularly important to have effective means of reducing the total number of gates in such networks.

This note presents a powerful concept of functional transformation through permutation of truth values resulting in reduced cost implementation of multivalued functions. The idea is not to implement a given switching function \( f \) in terms of its truth table, but instead to implement a different function \( g \), where \( g \) is obtained from \( f \) through a simple permutation of truth values. Finally, when an implementation for \( g \) is obtained, the truth values in the output of \( g \) must be permuted back to the original values so as to result in the required function \( f \).

For 2-valued functions this corresponds to implementation of a complemented function and inversion of its output, which in most cases does not reduce the cost. However, for \( R \)-valued functions where \( R \geq 2 \) such a technique often offers significant reduction in cost, as illustrated by the following example.

Consider the 4-valued function \( f(x, y) \) defined by the truth table.

\[
\begin{array}{c|cccc}
 y & 0 & 1 & 2 & 3 \\
 \hline
 x & 0 & 2 & 0 & 1 \\
 1 & 0 & 0 & 1 & 3 \\
 2 & 1 & 1 & 1 & 3 \\
 3 & 3 & 3 & 3 & 3 \\
\end{array}
\]

Its straightforward implementation in terms of the basic set in [3] (basic set is defined in the Appendix) is

\[
f(x, y) = (x^3 - y^2)^p + (x + y)^q + (x^2 - y^2)^r.
\]

The resulting network, shown in Fig. 1, requires 11 gates.

However, let \( g(x, y) = \Pi \{ f(x, y) \} \) be a function obtained from \( f(x, y) \) through a simple permutation \( \Pi \) of the truth values, where \( \Pi \):

\[
0 \mapsto 1 \\
1 \mapsto 2 \\
2 \mapsto 0 \\
3 \mapsto 3.
\]

The truth table for \( g(x, y) \) follows.

\[
\begin{array}{c|cccc}
 y & 0 & 1 & 2 & 3 \\
 \hline
 x & 0 & 2 & 0 & 1 \\
 1 & 1 & 1 & 1 & 3 \\
 2 & 3 & 3 & 3 & 3 \\
 3 & 3 & 3 & 3 & 3 \\
\end{array}
\]

Clearly, it can be implemented simply as

\[ g = x + y. \]

Next it is necessary to permute the truth values in \( g \) back to the original values in order to obtain a valid realization for \( f \), so that \( f(x, y) = \tau \{ g(x, y) \} \). Thus the required reverse permutation is \( \tau \):

\[
0 \mapsto 2 \\
1 \mapsto 0 \\
2 \mapsto 1 \\
3 \mapsto 3.
\]

Implementation of such reverse permutations clearly becomes a simple task of implementing unary functions [3]. Any mapping of truth values \( S \mapsto T \) in the function \( g \) is readily achieved as \( g^S_T \) terms. Thus, in general, for a reverse permutation

\[
A \mapsto J \\
B \mapsto K \\
\vdots \\
C \mapsto L
\]

have \( f = g^A_J + g^B_K + \cdots + g^C_L \). Furthermore, note that: 1) a mapping to zero, i.e., \( S \mapsto 0 \), gives \( g^S_0 \), which is equal to a constant 0; hence it need not be included explicitly; 2) a mapping from zero, i.e., \( 0 \mapsto T \), gives \( g^T \) which does not require a cycling operation.

Therefore, for the preceding reverse permutation \( \tau \), the required implementation of \( f \) is

\[ f = g^1 + g^2 + g^3 \]

This expression is realized with only 7 gates, as shown in Fig. 2, reducing the cost significantly.
II. P-MATRIX PROCEEDURE

The previous example indicates the usefulness of the concept of functional transformation. However, it would be of little value if no workable technique could be defined to determine permutations leading to the simplest functional expressions. The following P matrix procedure provides means for finding the desired permutation when implementation in terms of basic sets based on sum and product functions and unary functions of the Postian cycling type [5] are used, as for example in the algebra of [3].

An R-valued function \( f(x_1, \ldots, x_n) \) is said to be of "uniform ascending monotonicity" over one of its variables \( x_i \) if for each of its remaining variables \( (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \) the function value remains constant or increases by a single step\(^1\) when \( x_i \) is increased by a single step. If the function is of uniform ascending monotonicity over all of its variables then the function is said to have no "breaks." Any failure to satisfy the condition of uniform ascending monotonicity is called a break. The total number of breaks over all variables is called the "breakcount" of the function.

Functions obtained through permutation of truth values exhibit a useful property; namely, the functions with lower breakcounts tend to have simpler implementations than those with higher breakcounts. However, for purposes of cost comparison it is necessary to include the cost of the reverse permutation \( \tau \) which returns the original truth values. In view of the overall cost it may occur that a permuted function with a lower breakcount has a more expensive implementation than the original function (in such cases breakcounts are typically very close in value). Nevertheless, the use of the breakcount as the indicator of the ease of implementation of the function provides excellent heuristic means for finding the best implementation. Testing a considerable sample of randomly chosen functions it was found that for more than 90 percent of the functions the lowest breakcount corresponded to the simplest implementation [7].

In order to facilitate determination of breakcount of functions obtained through permutation of variables, a P matrix is defined: the P matrix of an R-valued function \( f(x_1, \ldots, x_n) \) is an \( R \times R \) matrix with the elements \( p_{ij}, 0 \leq i, j < R \) in the \( i \)th row and \( j \)th column, \( p_{ij} \) is the number of times the truth value \( i \) is immediately followed by the truth value \( j \) when the function \( f \) is scanned in ascending order of truth values of its variables \( x_q, q = 1, 2, \ldots, n \) for a constant valuation \( x_q = x_{1}x_{2} \ldots x_{q-1}x_{q+1} \ldots x_{n} \) and repeated over all possible valuations.

Then the breakcount is the sum of the elements of the P matrix, except those on the main diagonal or immediately above it; i.e.,

\[
\text{breakcount} = \sum_{i=0}^{R-1} \sum_{j=0}^{R-1} p_{ij}, \quad j \neq i, \quad j \neq i + 1.
\]

\(^1\) A step is a unit change in truth value.

The \( P \) matrix for the function \( f(x, y) \) defined by the truth table in Section I indicates the breakcount of 8.

<table>
<thead>
<tr>
<th>( p )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Breakcount = 8.

A \( P \) matrix for any function \( h \) obtained from \( f \) through a permutation of truth values is readily obtained from the \( P \) matrix for \( f \) by performing the corresponding permutation of rows and columns.

Since it is much easier to compute breakcounts of permuted functions by manipulating the \( P \) matrix (instead of direct computation from the truth table), we will use the \( P \) matrix to determine the permutation that minimizes the breakcount. It is readily found that if in the preceding \( P \) matrix we interchange rows and columns 0 and 1 and then interchange 0 and 2 a new \( P \) matrix (\( P^* \)) is generated which has a zero breakcount.

<table>
<thead>
<tr>
<th>( p^* )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Breakcount = 0.

Evidently, this corresponds to the permutation II applied to the function \( f \) in Section I.

The \( P \) matrix and breakcount concept is used in this note as a specific tool helpful in obtaining the best functional transformation. However, its usefulness is quite general when Postian multivalued systems are considered; e.g., it provides simple means for finding optimum decompositions of such multivalued functions [8].

III. CONCLUSIONS

Functional transformation provides powerful means for simplification of multivalued switching functions resulting in reduced cost implementations.

Practical synthesis methods can be developed to utilize such transformations in particular algebras as demonstrated by the \( P \)-matrix procedure for the algebra in [3].

We note that the notion of permutation of truth values has no independent significance when applied to the inputs since it merely becomes a special case of unary functions of input variables that are commonly used in most simplification techniques [3].

APPENDIX

BASIC FUNCTIONS USED IN THE \( R \)-VALUED ALGEBRA OF [3]

1) Sum \[ x + y = \max (x, y). \]
2) Product \[ x \cdot y = \min (x, y). \]
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