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Abstract—The unsupervised estimation problem has been conveniently formulated in terms of a mixture density. It has been shown that a criterion naturally arises whose maximum defines the Bayes minimum risk solution. This criterion is the expected value of the natural log of the mixture density. By making the assumptions that the component densities in the mixture are truncated Gaussian, the criterion has a greatly simplified form. This criterion can be used to resolve mixtures when the number of classes as well as the class covariances are unknown. In this paper a technique is presented where an assumed test covariance is supplied by an experimenter who uses a test function as a “portable magnifying glass” to examine data. Because the experimenter supplies the covariance and thus the test function, the technique is especially suited for interactive data analysis.
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INTRODUCTION

THE UNSUPERVISED estimation problem is conveniently formulated in terms of mixtures and mixing parameters; let \( x_1, x_2, \ldots, x_n \) be \( l \) dimensional vector samples where \( x \) has a density function \( h(x|B) \):

\[
h(x|B) = \sum_{i=1}^{M} f(x|\alpha_i)P(\alpha_i) \quad (1)
\]

\[
B = \{\alpha_i, P(\alpha_i)\} \quad (2)
\]

where \( B \) is in the parameter space and \( h(x|B) \) is called a mixture. It has been shown by Patrick and Costello [12], [13] that a criterion naturally arises whose maximum defines the Bayes minimum risk solution. This criterion denoted \( \eta(B) \) is the expected value of the natural logarithm of the mixture density of the observation vectors:

\[
\eta(B) = \int \ln h(x|B)h(x|B^*)dx \quad (3)
\]

where \( B^* \) is the true parameter point. They have also shown that it is possible to approximate the Bayes solution by using \( \eta(B) \) as a regression function for stochastic approximation or for finding a partition of the sample space. The latter proceeds as follows: for an asymptotic minimum risk solution it is sufficient to find the parameter vector \( B \) that maximizes

\[
\eta(B) = \int \ln \left[ \sum_{i=1}^{M} f(x|\alpha_i)P(\alpha_i) \right] h(x)dx.
\]

The sample space is partitioned into \( M \) disjoint regions where the regions are defined

\[
S^k \triangleq \{ x: f(x|\alpha_k)P(\alpha_k) > f(x|\alpha_j)P(\alpha_j) \text{ all } j \neq k \} \quad (4)
\]

\[
k = 1, 2, \ldots, M.
\]

It is assumed that over each partitioned set the class density is Gaussian having mean vector \( \gamma_k \), covariance matrix \( \Phi_k \), with the density truncated at the partition boundary. The true mixture \( h(x) \) is assumed bounded. Under these assumptions \( \eta(B) \) can be expanded and reduced to

\[
\eta(B) = \sum_{i=1}^{M} P(\alpha_i) \ln \left[ \frac{P(\alpha_i)}{(2\pi)^{l/2} |\Phi_i|^{1/2}} \right] - \frac{1}{2}. \quad (5)
\]

Then maximizing \( \eta(B) \) is equivalent to finding the partition (4) which maximizes (5). Given the partition (4), the maximum likelihood estimate of the mean vector \( \gamma_k \) is the sample mean of the samples in the \( k \)th region of the partition.

If the covariances \( \{\Phi_i\} \) are known and the classes are “well separated,” there is no problem in visually determining the samples belonging to a class for the two dimensional case. For data vectors of dimensionality higher than two, it is clear that data vectors close to a particular data vector \( x_i \) belong to the same class as does \( x_i \). In this paper we take such a “clustering” approach to the problem which can be motivated by the criteria \( \eta(B) \) under the assumptions that the covariances are known \( \{\Phi_i\} \) and separability. The approach is to define a cluster as a set of observations which “likely” originated from the same mixture component; thus a local neighborhood philosophy is utilized. Essentially, each observation \( x_i \) is associated with (mapped to) the parameters of a Gaussian mixture component dominating in a neighborhood about \( x_i \). Hence, observations drawn from the same mixture component are mapped approximately to the same point in the parameter space. Clusters are identified by finding the subsets of the observations mapped to the same “fuzzy” point.
Whereas the quality of unsupervised estimation can be measured by a criteria $\eta(B)$, the clustering approach taken in this paper does not utilize such a criteria. The advantage of not using such a criteria when clustering is simplification, as well as the fact that the technique will always work when samples are "well separated" and the covariances known. A disadvantage of the clustering approach is that it can fail to separate classes when the above assumptions are violated; then a criteria like $\eta(B)$ should be used.

There are many approaches which can be called clustering as is indicated in a literature review by Ball [1]. The least complex solution may be that of Sebestyen [2], where clusters are defined to be the set of all points within a distance $T$ of a cluster center. Clusters also can be defined in terms of a thresholded similarity matrix [3]. Then, a cluster may be the set of all points which can be connected together with links of length less than a threshold $T$. The entire information of the data set may be used to define a cluster, as did Ball and Hall when they considered finding the mean distance from the samples within a group to their mean. A partial listing of papers on clustering and unsupervised estimation are [1]–[7], [8], [10], [12], [13]. Pearson [4] appears to be the earliest work, and Nagy [14] has presented a recent review of pattern recognition including the clustering problem.

The Cluster Map

Although this approach will not be taken, an intuitive way to achieve the above results using a neighborhood philosophy is as follows: suppose that we are given a neighborhood about the point $x_j$. For example, the neighborhood may be the set of all points inside the circle drawn through the rth nearest neighbor to $x_j$ (see Fig. 1). Let $t(x)$ equal one on the inside of this region, and let $t(x)$ equal 0 elsewhere. For this particular $t(x)$ and $x_j$, assume that the $dth$ mixture component dominates all other components inside this neighborhood. More specifically, assume that

$$ h(x)t(x) = t(x) \sum_{i=1}^{M} P_{di} f(x | \Phi_{d_i}, \gamma_d) $$

where $f(x | \Phi_{d_i}, \gamma_d)$ is a Gaussian mixture component dominant at $x_j$. Thus, $h(x)t(x)$ is approximately a single, truncated, multivariate Gaussian function. The truncating function $t(x)$ removes the other mixture components from consideration, as is shown in Fig. 2. Since $h(x)t(x)$ is a truncated Gaussian density, a relationship between the moments of $f(x)t(x)$ and the moments of $h(x)$ might be determined. Using a sample density $h(x)$ instead of $h(x)$, estimates of the moments of $h(x)t(x)$ could be used to obtain estimates $\{ \Phi_{d_j}, \gamma_{d_j} \}$. If the same procedure is carried out at each observation, observations under the same component would be associated with approximately the same estimates in the parameter space. It would then be a simple accomplishment to identify these tight "clusters" in the parameter space. Although conceptually promising, this approach is rejected for the reason that the relations between moments of a truncated multivariate Gaussian and the moments of the Gaussian are unknown, except for the univariate case [10]. To avoid this problem, another way is used to estimate the parameters of the mixture using moment estimators.

Instead of choosing a truncating function $t(x)$ which is one inside and zero outside a neighborhood, choose a better suited function—the ubiquitous multivariate Gaussian density function centered at $x_j$ with covariance matrix $\Sigma$. We still may visualize a "pseudo-neighborhood" of $x_j$ to be those points within the circle of concentration of the Gaussian function, $t(x) = t(x | \Sigma, x_j)$ with mean $x_j$ and covariance $\Sigma_j$. The choice of a Gaussian function leads to great mathematical simplicity.

Then using a theorem by Miller [11], on page 24,

$$ f(x | \Sigma, x_j) = hf(x | R, \Sigma) $$

$$ R = \Sigma^{-1} + \Sigma^{-1}x_jx_j' $$

$$ C = \Sigma^{-1}x_jx_j' $$

$$ k = \left( \frac{1}{2\pi} \right)^{n/2} \exp \left[ -\frac{1}{2} C^{-1} \right] $$

$$ \exp \left[ \frac{1}{2} [C'R^{-1}C - \gamma_j'\Phi_d^{-1} \gamma_d - x_j'\Sigma^{-1}x_j] \right]. $$

This covariance matrix $\Sigma$ for the test function will be supplied interactively by the operator.
In other words, a "truncated" Gaussian mixture component is also Gaussian, and its mean and covariance matrix is given above in terms of the moments of the mixture component and the truncating function \( t(x) \). (See Fig. 3.)

In particular, given the moments of the truncated function and the function \( t(x) \), the inverse relationship is easily obtained:

\[
\Phi_d = (R^{-1} - \Sigma^{-1})^{-1} \\
\gamma_d = (\Phi_d \Sigma^{-1} + I)(C - x_j) + x_j.
\] (8)

Thus, by (6) and (7),

\[
h(x)/(x) = P_d k f(x \mid R, C).
\] (9)

The preceding development is used in the following way: the moments of the function \( h(x)/(x) \) are estimated using the moments of the function \( h(x)i(x) \) where \( h(x) \) is the sample density. That is, letting

\[
\hat{m}_0 = \frac{1}{n} \sum_{t=1}^{n} t(x_t \mid \Sigma, x_j)
\]
\[
\hat{m}_0^1 = \frac{1}{m_0} \sum_{t=1}^{n} x_t t(x_t \mid \Sigma, x_j)
\]
\[
\hat{m}_0^{1,2} = \frac{1}{m_0} \sum_{t=1}^{n} (x_t - \hat{m}_0^1)(x_t - \hat{m}_0^1)t(x_t \mid \Sigma, x_j)
\]

then

\[
\hat{C} = (\hat{m}_0^1, \hat{m}_0^1, \ldots, \hat{m}_0^{1,2})
\]

and

\[
\hat{R} = \begin{bmatrix}
\hat{m}_0^{1,2} & \hat{m}_0^{1,3} & \cdots \\
\hat{m}_0^{2,1} & \hat{m}_0^{2,2} & \cdots \\
\vdots & \vdots & \ddots
\end{bmatrix}
\] (10)

Assuming that the best function is such that relation (9) is true, the above sample moments (10) are used as estimators of the truncated Gaussian function. Thus, estimators of the parameters characterizing that dominating mixture component can be found using the inverse relations (8).

\[
\Phi_d = (R^{-1} - \Sigma^{-1})^{-1} \\
\gamma_d = (\Phi_d \Sigma^{-1} + I)(C - x_j) + x_j.
\] (11)

By (11), a set of parameters \( (\hat{Y}_d, \Phi_d) \) may be associated with \( x_j, j = 1, 2, \ldots, n \). (d corresponds to the mixture density belonging to sample \( x_j \).) If the cluster model of separability and \( i(x) \) are satisfied and there are a sufficient number of observations, the set \{ \( (\hat{Y}_d, \Phi_d) \) \} should be well clustered in the parameter space.

In some special applications, the covariances \( \Phi_d \) are equal and known such that much of the calculations can be avoided. Then it is sufficient to obtain estimates of just the means of the dominant component:

\[
\bar{\gamma}_d = (\Phi \Sigma^{-1} + I)(C - x_j) + x_j
\] (12)

where \( \Phi_d = \Phi \) for all indexes \( i \). If \( \Sigma \) is chosen to be an \( \sigma^{-1} \) multiple of \( \Phi \), then

\[
\bar{\gamma}_d = -ax_j + (1 + a)C.
\] (13)

Implementation complexity of this algorithm for the above special case grows with the product of \( n^2 l \) instead of the product \( n^2 l^2 \). In either case, the full data set must be stored.

This approach is especially suited for interactive data analysis and classification where the experimenter supplies the test function covariance matrix \( \Sigma \) from the keyboard. If he assumes that \( \Sigma = \Phi_d \), then the simplified expression (13) results. Using a computer output display and assuming a two-dimensional observation space, the experimenter observes that the point \( x_j \) maps to the point \( \hat{Y}_d \) according to (13). The effect of mapping all the samples this way is to produce a tighter cluster of points. When dimensionality is greater than two, the problem remains as to how to display the clustered points on a computer output display. Solutions to this problem utilize mappings from a higher dimensional space to either one or two dimensional space such as those in [9], [15], [16].

If \( \Phi_d = \Phi \) is unknown, it may not be unreasonable to assume \( \Phi = \Sigma \) and make a good initial guess at \( \Phi \), say \( \Phi^0 \) and \( R \),

\[
\Phi^0 = \frac{1}{n + 1} \Phi^0 + \frac{n}{n + 1} R
\]

where the terms in \( R \) are

\[
\hat{m}_0^{1,2} = \frac{1}{m_0} \sum_{t=1}^{n} (x_t - \hat{m}_0^1)(x_t - \hat{m}_0^1)t(x_t \mid \Phi^{-1}, x_j)
\]

with

\[
\hat{m}_0 = \frac{1}{n} \sum_{t=1}^{n} t(x_t \mid \Phi^{-1}, x_j)
\]
\[
\hat{m}_0^1 = \frac{1}{m_0} \sum_{t=1}^{n} x_t t(x_t \mid \Phi^{-1}, x_j).
\]
Although this estimate of \( \Phi \) is calculated for the class associated with \( x_i \), it can be used for all classes because of the assumption \( \Phi = \Phi_i \). Furthermore, \( \Phi \)'s calculation for various points \( x_i \) can be averaged to produce an estimate of \( \Phi \) with lower variance.

The conclusion is that the test function approach is a useful technique in an interactive data analysis and classification system when it is used properly within the limitations of the assumptions of the clustering approach. The alternative is a rigorous technique of unsupervised estimation based on a criteria such as \( \eta(B) \).

Interactive analysis of data provides the experimenter with results not easily described theoretically. For instance, as shown in the experimental examples in the next section, successive application of this cluster mapping to points mapped from the observation space to the parameter space results in tight clusters in the parameter space.

**Experimental Example**

Examples using the new clustering algorithm, programmed on the CDC 6500 computer with clusters displayed on the CDC 252 display screen, are presented below; for each example, the test function covariance matrix was determined interactively.

**Example 1:** The first example is chosen so that there are three well-separated clusters. Specifically, the mixture density (5) is

\[
q(x) = \sum_{i=1}^{3} \frac{1}{3} q(x | \Phi_i, \gamma_i)
\]  

(14)

where \( q(x | \Phi_i, \gamma_i) \) is the bivariate Gaussian distribution with parameters:

\[
\Phi_i = \begin{bmatrix} 1.5 & 0 \\ 0 & 1.5 \end{bmatrix}, \quad i = 1, 2, 3
\]  

\[
\gamma_1 = (0, 0)
\]  

\[
\gamma_2 = (5, -5)
\]  

\[
\gamma_3 = (-5, 5).
\]  

(15)

Two-hundred and fifty observations were independently drawn from a random vector generator designed to have the density (14). These observations are shown in Fig. 4.

The clustering transformation (11) was then used to map the 250 observations to the parameter space of means and covariances. The result was that the observations became more tightly clustered in the parameter space.

The transformation was reapplied to the points in the parameter space which resulted from the transformation of points in the observation space; then the transformation was sequentially applied four times to the points in the parameter space. Fig. 5 shows the results after the fifth application of the clustering transformation. Approximately ten seconds of computation time were required to transform all the observations once.

**Example 2:** The second example is identical to Example 1 except that the three classes are not as well separated:

\[
\Phi_i = \begin{bmatrix} 2.25 & 0 \\ 0 & 2.25 \end{bmatrix}, \quad i = 1, 2, 3
\]  

\[
\gamma_1 = (4.0, 0)
\]  

\[
\gamma_2 = (-4.0, -2.0)
\]  

\[
\gamma_3 = (4.0, -2.0).
\]  

(16)

One-hundred and fifty observations were drawn randomly with density (14) with parameter values (16). Fig. 6 displays these observations. Fig. 7 indicates the results after the seventh application of the modified cluster algorithm.

**Example 3:** This third example is a two-class two-dimensional problem where class 1 has a relatively large variance in dimension two, while class 2 has a
and the respective class probabilities are equal. A total of 100 observations were independently drawn from a random vector generator designed to have density (14) for each class. A computer output display of the 100 samples is shown in Fig. 8. A’s identify observations from class 1 while B’s identify observations from class 2. The mapped samples after five applications of the mapping are shown in Fig. 9.

This algorithm is part of INTERSPACE (Interactive System for Pattern Analysis, Classification, and Enhancement).
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