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Abstract—The literature on computer reliability is replete with very convincing arguments for the need and the use of self-repair techniques, as a viable approach to significantly enhancing the reliability of both maintainable and nonmaintainable computers. However, it would seem that no comprehensive and coherent program for the development and optimal employment of such techniques exists. This means that no method exists in the open literature for deciding the following: 1) what self-repair techniques, taken singularly or in combination, provide the greatest improvement in reliability; 2) what methods are optimum for initiating fault diagnosis and self-repair by redundancy and replacement; 3) what constitutes a closed set of self-repair techniques and what theory can be formulated to demonstrate the set's completeness; and 4) what is the effect of self-repair on the total system relative to design, maintenance, availability, and so forth.

Although several investigators have addressed themselves to some of the subproblems presupposed by items 1) through 4), no one seems to have considered the possibility of resolving such problems by the development and methodical employment of a comprehensive systems-effectiveness measure. Such an approach, together with some of its results, is described in this paper.
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1. STATEMENT OF THE PROBLEM

In the literature on system theory, the concept of self-repair is not new. It has been proposed and discussed by numerous individuals (see, for example, [1]–[16]). Research in this area is presently pursued by several groups within industrial and university environments. In general, these research efforts are along two distinct lines. One line regards self-repair as a regenerative process in which a failing substructure is partially or completely renewed. The other line regards self-repair as a process in which redundant structures within the system are employed by the system to effect either a partial or complete restoration of some subfunction. To some extent, the choice of approach is conditioned by a particular researcher's definition of "failure." For the purposes of this paper, the term "failure" is to be synonymous with the term "error." This definition implies that any dynamical system is to be treated informationally with respect to both failure and repair. While there is some controversy as to whether or not all dynamical systems can be so treated, there is mounting evidence [17] that most mechanical, electromechanical, and electronic systems are amenable to some extension of the Shannon–Weaver model.

1.1 Definition of "Self-Repair" and Related Terms

In the most general sense of the term, "self-repair" is applied to those (and only those) dynamical systems
that, by means of redundancy, monitoring, and learning capacity, have the ability either to correct or to compensate for internal error. This definition embraces three key terms that are themselves in need of definition.

The first is the word "redundancy" which may be generically defined as the employment of two or more structures to accomplish the same task. Within the constraints of this definition, two subtypes of redundancy can be delineated: configurational redundancy and functional redundancy. The former is defined as the employment of two or more \textit{like} structures (physical or symbolic) to accomplish the same task. The latter can be specified as the employment of two or more \textit{unlike} structures to accomplish the same task. An example of the former might be a jet aircraft employing three identically structured engines concomitantly; an example of the latter might be the employment, at different times, of both oars and a sail on a small boat. It is clear that both types allow for parallel as well as standby redundancy.

The second key term of the definition is "monitoring." This word is intended to embrace that methodology and those techniques which allow for and enhance a system's ability to isolate error sources within itself.

The third and final key term is "learning capacity." This means the potential of a system for acquiring, prior to (off-line) or during (on-line) task accomplishment, knowledge of its own error sources as well as knowledge of its own control functions.

1.2 The Problem

In terms of the foregoing definitions and distinctions, the general problem of developing a self-repairing system becomes the following set of specific problems.

1) Accurately specifying a system's self-repair capability such as to ensure the following:
   a) the allocation of redundancy can be optimized;
   b) quantitative comparisons among self-repairing systems can be obtained.

2) Extending the mathematical theory and body of techniques for automatic fault location so that some resolution of the dichotomy between time-optimal and item-optimal solutions to automatic checkout can be obtained.

3) Developing and/or implementing learning techniques that will accomplish the following:
   a) optimize on-line learning (by a system) of the means and variances of error from sources within the system;
   b) show promise of allowing a system, off-line, to learn to specify its own controller.

Problem 1) entails the development of an adequate system effectiveness measure, that is, one that measures not only length of performance but also quality of performance. It also involves development of a technique, or set of techniques, for applying that measure to the actual design of a self-repairing system.

Problems 2) and 3) essentially reduce to the problem of specifying an informational network that will optimally check itself, optimally check the rest of the system, employ existing redundant (both configurational and functional) structures to effect repair, and, where necessary, modify its internal structure with respect to changes in its error-producing environment.

It is obvious that the ultimate objective in the solution of the entire self-repair problem (as stated above) is a very large and difficult one. This paper outlines a proposed approach and some of the specific techniques essential to solution of some of the problems. In a sense, the discussions contained are programmatic and reflect those ultimate necessary conditions for arriving at an acceptable self-repairing android. Many subdisciplines and methodologies that are relevant to the topic of self-repair are either only mentioned or entirely ignored. The controlling reason for this is to be found in the fact that, before a particular discipline can be considered relevant or irrelevant to the self-repairing problem, the problem must be carefully delineated and what would constitute an adequate solution defined.

2. Methodology

2.1 Evaluation and Synthesis of Self-Repairing Systems

The problem of self-repair, with respect to computer systems and subsystems as well as with respect to their networks, can be described in terms of two factors: detection of failure and correction of failure. This does not mean that these two factors are always physically separable, but only that they can be separated conceptually. Now, assuming that the terms "error" and "failure" are synonymous, it is virtually certain that the correction of error can be obtained only by some sort of redundancy. With respect to error detection, redundancy is not an absolute requirement; that is, in certain situations, something other than a redundant structure could be employed to detect an error. However, the extensive and effective employment by designers of redundant structures to detect errors in digital networks and systems in general indicates the importance of redundancy for facilitating that factor.

In view of these considerations, the significance of redundancy in any effort to enhance the self-repairing capability of a system becomes very large. It is, therefore, necessary to discuss briefly the needs for a method to optimize the employment of redundant structures.

2.1.1 The Need for a System Effectiveness Measure (SEM)

As indicated in Section 1, all redundancy, whether symbolic or physical, parallel or standby, reduces to two distinct types: configurational redundancy and functional redundancy. Besides the distinctions among types of redundancy, it is useful to distinguish between levels of redundancy. At least two levels may be artic-
ulated: digital network redundancy, that is, redundancy at the level of gating networks; and system and/or subsystem redundancy, that is, redundancy at the level of system organization.

Employment of redundancy at the first level leads almost certainly to a consideration of the powerful technique of interwoven networks, with the concomitant problem of maximizing the number of errors detected and corrected while minimizing the number and network levels of switching devices used. Employment of redundancy on the second level leads to the problems associated with double or triple subsystems, possibly involving decision logic, and to the optimization of software techniques for diagnosis and checkout.

All of these problems can be subsumed, however, under the single most significant design problem involved with the use of redundant structures at any level. This problem is one of accurate evaluation of the effects of different kinds of redundant structures and the allocations of such structures. This is to say that there is no adequate and uniform method, within most of the open literature, that may be employed so as to optimize the use of redundant structures either to preclude error, or to compensate for it, or both. It is true that several investigators have developed results that are impressive solutions to some of the more straightforward subproblems of system optimization with respect to redundancy. Thus, Dick [8], [9], Einhorn [11], and Kletsky [14] have addressed themselves with some success to deciding which configurationally redundant technique, taken singly, provides the greatest improvement in system reliability. Pierce [18], by deriving limit theorems for systems displaying exponential degradation, has determined the optimum configurational redundancy to achieve “on-line” self-repair. It would seem, however, that the methods proposed by these men apply only to a specific type of redundancy (configurational), assume statistical independence with respect to the occurrence of error, and assume that the underlying statistical distribution for system failure is identical to that for its respective classes of components.

2.1.2 Description of the SEM to be Employed—Performance Capability Measure (PCM)

As a result of these and other considerations, several new techniques for measuring the effects of different kinds and allocations of redundant structures have been developed by Dorrough [19], [20] and applied on the system level [10]. Of these techniques, one that indicates a large application potential has been further developed and is used to accomplish the following:

1) Imply, initially, both the type of redundancy on the system organization level and the type of redundancy on the logical network level for several types of gating devices.

2) Provide a means for evaluating the effects of both configurational and functional redundancy, at both levels, on system and/or network self-repair.

The technique indicated is best described in terms of a Performance Capability Measurement (PCM). Thus, if some nominal value for each critical system parameter (that is, some constant which bounds the performance of a dynamical system, and which if exceeded, would be a sufficient condition for task failure), as well as the maximum allowable error in that parameter, can be formulated, PCM can be defined in the following way:

\[
PCM = \sum_{i=0}^{n} P_i(t) E_i(\Delta \phi < \epsilon / \mu_i, \sigma_i, t, \epsilon)
\]

where

\[ P_i(t) = \text{probability that a system (or network) occupies the } i\text{th degraded state at time } t \]

\[ E_i(\Delta \phi < \epsilon / \mu_i, \sigma_i, t, \epsilon) = \text{probability that the error } \Delta \phi \text{ in a critical system parameter is less than some maximum allowable } \epsilon, \text{ given that the system is in the } i\text{th state at time } t \]

and \( \mu_i \) and \( \sigma_i \) are the mean and standard deviations, respectively, of the error in that critical system parameter.

\[ n = \text{number of noncatastrophic system states.} \]

It should be noted that the term “system state” is not restricted in meaning to that of a single performance mode but may also indicate sequences and/or combinations of such modes. It is evident that if system states are restricted to single performance modes, the contribution of error from modes, that is, states, occupied previous to time \( t \) will be ignored. To account for alternate system histories and those error contributions caused by previously occupied modes, it would be necessary (in most cases, for computation reasons) to define system states as sequences and/or combinations of performance modes. In order to handle such sequences and combinations, it would be necessary to utilize the technique of partitioned stochastic matrices first examined and proposed in 1964 by Dorrough ([19], pp. 25–28) and later ramified and rigorized by Pierce ([18], pp. 162–170).

In evaluating the PCM [Equation (1)] it is clear that the \( E_i \) function could be set to one in those cases where the quantity of error generated by any particular state is either unknown or is irrelevant. This, of course, would permit concentration upon the \( P_i(t) \) function. Where system degeneration is assumed to be Markovian in nature, the method for evaluating \( P_i(t) \) can be set forth in terms of the following three cases.

Case 1: Solution of \( k \) failures out of \( n \) identical components or subsystems, called single sequential flow (Fig. 1).

Case 2: Difference-equation formulation of a sequential state flow graph or multiple sequential flow (Fig. 2).

Case 3: Matrix formulation of arbitrary flow equations.

Fig. 1 shows Case 1, the simplest configuration for state transitions. The values of \( \lambda \) are the transition rates per some unit of time. When all of the \( \lambda \)'s are equal (that
is, with respect to failure rate, all components or subsystems are identical) and the system is initially in state 0, the state occupancies expressed as a function of λ are as follows:

\[ P_K(t; λ) = \frac{(λt)^k e^{-λt}}{Γ(k + 1)} \]  
\[ P_N(t; λ) = \sum_{k=N}^{\infty} \frac{(λt)^k e^{-λt}}{Γ(k + 1)} = \int_0^{\infty} X^{N-1} e^{-X} dX \]  
\[ Q_l(K; λ) = \frac{(λt)^l e^{-λt}}{Γ(l)} \]  
\[ = P \text{ (time} t \text{ required to reach} k \text{th state).} \]

Note that \( P_K(t; λ) \) is the Poisson distribution and that \( Q_l(K; λ) \) is the Poisson’s dual, the gamma distribution.

When the values of λ are not equal, as in Case 2, a set of simultaneous equations must be solved. Under such conditions, let us assume that \( λ_i \rightarrow λ_1 \) and that \( λ_{in} \rightarrow μ_1 \) in Fig. 2. The states are ordered according to their probable occurrence, and hence are sequential. Accordingly, if a short time interval \( Δt \) is considered, the occupancy probabilities may be written as

\[ P_i(t + Δt) = (1 - λ_i Δt - μ_i Δt) P_i(t) \]
\[ + λ_{i-1} Δt P_{i-1}(t) + \epsilon \]
where \( 1 < i < N \).

\[ P_1(t + Δt) = (1 - λ_1 Δt - μ_1 Δt) P_1(t) + \epsilon \]

\[ P_N(t + Δt) = P_N(t) + \sum_{i=1}^{N-2} μ_i Δt P_i(t) \]
\[ + λ_{N-1} Δt P_{N-1}(t) + \epsilon \]
when

\[ \lim_{Δt \to 0} \left\{ \frac{ε}{Δt} \right\} = 0. \]

Rearranging terms and letting \( Δt \to 0 \) results in the following differential equations:

\[ \frac{dP_i(t)}{dt} = (λ_{i-1} P_{i-1}(t) - (λ_i + μ_i) P_i(t) \]  
\[ \frac{dP_N(t)}{dt} = \sum_{i=0}^{N-2} μ_i P_i(t) + λ_{N-1} P_{N-1}(t) \]
\[ + P_N(t). \]

These are most easily solved by reformulating the equations as a Laplace transform:

\[ P_i(S) = \frac{λ_{i-1} P_{i-1}(S) + λ_{N-1} P_{N-1}(S)}{S \left| (λ_i + μ_i) + S \right|} \]

where \( 1 < i < N \).

The same reformulation can be effected for \( P_1(S) \) and \( P_N(S) \). The expressions for \( P_i(t) \) are easily found by the initial values of state occupancy and the technique of partial fraction expansions. For (11), \( P_i(t) \) is a sum of the terms of the form \( c_i \exp \{ -(λ_i + μ_i)t \} \) when they are the coefficients from the partial fraction expansion.

Case 3 has the following matrix formulation:

\[ \begin{bmatrix} 1 \lambda_{01}Δt & \cdots & \lambda_{0N}Δt \\ λ_{01}Δt & \cdots & λ_{1N}Δt \\ \vdots & \ddots & \vdots \\ \lambda_{0N}Δt & \cdots & 1 \end{bmatrix} \begin{bmatrix} P_0(t) \\ P_1(t) \\ \vdots \\ P_N(t) \end{bmatrix} + \begin{bmatrix} \epsilon_0 \\ \epsilon_1 \\ \vdots \\ \epsilon_N \end{bmatrix} = \begin{bmatrix} P_0(t + Δt) \\ P_1(t + Δt) \\ \vdots \\ P_N(t + Δt) \end{bmatrix} \]

This, in turn, gives the differential equation

\[ \begin{bmatrix} -Σλ_{01} & \lambda_{10} & \cdots & \lambda_{1N} \\ λ_{01} & -Σλ_{11} & \cdots & λ_{1N} \\ \vdots & \ddots & \vdots & \vdots \\ λ_{0N} & \cdots & λ_{NN} \end{bmatrix} \begin{bmatrix} P_0(t) \\ P_1(t) \\ \vdots \\ P_N(t) \end{bmatrix} = \frac{d}{dt} \begin{bmatrix} P_0(t) \\ P_1(t) \\ \vdots \\ P_N(t) \end{bmatrix} \]

which can be transferred into the Laplace matrix form:

\[ \begin{bmatrix} S + Σλ_{01} & -λ_{10} & \cdots & -λ_{1N} \\ -λ_{01} & S + Σλ_{11} & \cdots & -λ_{1N} \\ \vdots & \ddots & \ddots & \vdots \\ -λ_{0N} & \cdots & -λ_{NN} & S \end{bmatrix} \begin{bmatrix} P_0(S) \\ P_1(S) \\ \vdots \\ P_N(S) \end{bmatrix} = \begin{bmatrix} P_0(0+) \\ P_1(0+) \\ \vdots \\ P_N(0+) \end{bmatrix} \]
These are solved by standard Laplace transform methods and inverted, with \( P_i(0+) \) as the initial condition of state \( i \).

In describing the kind of stochastic process discussed in this paper, it is necessary that something be said about hazard functions. The hazard function of a transition probability is always defined as the conditional probability \( h(t) \) of a transition if one has not occurred at time \( t \). In (12) through (14), \( \lambda \) corresponds to the hazard function. Constant hazard functions lead to exponential distributions. Other distributions, such as the Weibull or the extreme value, are given by nonconstant hazard functions. The form of (13) is unchanged, except that the \( \lambda \) factors are replaced by the new hazard function.

With respect to the evaluation of \( E_i(\Delta p; \tau; l, \epsilon) \) under conditions of Markov degeneration, one must first consider the probability of an \( i \)th state at time \( t, P_i(t) \). The time derivative of this quantity is generally two-fold: 1) the rate at which the given system or network enters the state \( P_i^+(t) \), and 2) the rate at which it leaves the state \( P_i^-(t) \). This is given by

\[
\frac{d}{dt} P_i(t) = P_i^+(t) - P_i^-(t). \tag{15}
\]

For example, if the states are Poisson distributed, then

\[
P_i(t) = \frac{(\lambda t)^i}{i!} e^{-\lambda t} = II(\lambda, i; t), \tag{16}
\]

and for a gamma distribution,

\[
P_i^+(t) = \frac{\lambda(\lambda t)^{i-1}}{\Gamma(i)} e^{-\lambda t} = \gamma(\lambda, i; t) \tag{17}
\]

\[
P_i^-(t) = \frac{\lambda(\lambda t)^i}{\Gamma(i+1)} e^{-\lambda t} = \gamma(\lambda, i+1; t). \tag{18}
\]

Assume that \( f_i(\tau; l) \) is the probability density function of the time of transition from state \( i \) if the system entered state \( i \) at time \( t \). Here \( \tau \) is the time to transition from \( l \). Assuming that all input terms to state \( i \) are removed, the expression \( f_i(\tau; l) \) is found from the general occupancy probability of (13), where the initial conditions are \( P_i(t) = 1 \), and \( P_j(t) = 0 \) when \( i \neq j \). If the above conditions are fulfilled, then \( P_i(x) \), with \( x > l \), is the required \( f_i(x-l; l) \). The probability of the system entering state \( i \) at time \( \tau \) and leaving at time \( l, l > \tau \), is then given by

\[
P_i^+(\tau)f_i(\tau - \tau; \tau) = \alpha_i(\tau - \tau; \tau). \tag{19}
\]

The quantities \( P_i(t) \) and \( P_i^-(t) \), respectively, are given by

\[
P_i(t) = \int_0^t \int_x^\infty P_i^+(x)f_i(y - x; x) dy dx \tag{20}
\]

and

\[
P_i^-(t) = \int_0^t P_i^+(x)f_i(t - x; x) dx. \tag{21}
\]

\( P_i^+(t) \) is derived from the initial conditions associated with the transition matrix (13) when outputs from state \( i \) are removed. Then \( P_i(t) \) gives the required \( P_i^+(t) \). If a path exists from state \( i \) through intermediate states to state \( j \), removing the outputs of state \( i \) is not allowed, and the inputs to state \( i \) alone must be considered without removing the outputs.

Assume that \( D_k(\tau; l) \) is the error in a critical system parameter when the system is in state \( k \) for \( \tau \) seconds after entering at time \( t \). Then the expected mean of this error is

\[
\mu_k^+(l) = \int_0^\tau P_k(x) D_k(t - x; x) \int_x^\infty f_k(y - x; x) dy dx \tag{22}
\]

\[
= \int_0^t \int_t^\infty \alpha_k(y - x; x) D_k(t - x; x) dy dx
\]

and the expected variance is found by:

\[
\sigma_k^2(l) = \int_0^l \int_l^\infty \alpha_k(y - x; x) D_k^2(t - x; x) dy dx - \mu_k^2(l). \tag{23}
\]

Note that these quantities are already weighted by the probability of the system occupying state \( k \) at time \( t \); hence, the expected error and error variance, respectively, at time \( t \) are

\[
\mu_k(l) = \frac{\mu_k^+(t)}{P_k(t)} \tag{24}
\]

and

\[
\sigma_k^2(l) = \frac{\sigma_k^2(t)}{P_k(t)}. \tag{25}
\]

Now, the probability that the error caused by the \( k \)th state is less than \( \epsilon \) is found from

\[
E_k = \int_{-\infty}^\epsilon g_k(x; \mu_k, \sigma_k) dx \tag{26}
\]

where \( g_k(x; \mu_k, \sigma_k) \) is the density function of error in the \( k \)th state whose mean is \( \mu_k \) and whose standard deviation is \( \sigma_k \). This may be approximated by a normal distribution or by a Gram–Charlier expansion of the density function in terms of its moments. Additional moments are found by

\[
\mu_k^i = \frac{1}{P_k(t)} \int_0^t \int_t^\infty \alpha_k(y - x; x)
\]

\[
\cdot D_k(t - x; x) - \mu_k(t))^i dy dx. \tag{27}
\]

Normally, only a few of the moments are required because only a few items of the Gram–Charlier expansion need be used.

After \( E_k(\Delta p; \tau; l, \epsilon) \) is found, the PCM may be easily evaluated. Note that nothing has been said about whether the states are individual, or sequences, or combinations of performance modes. All that is neces-
sary is that the expression of \( D_k(\tau; t) \) be in some form suitable for integration. This may be done by simulation with curve fitting or by analytical methods. In practice, the function \( D_k(\tau; t) \) is usually simulated, expressed as a low-order polynomial, and integrated. In the case of exponential distributions, evaluation of the necessary integrals is remarkably straightforward.

For a method of evaluating the PCM discussed herein under those conditions where a system’s degradation is non-Markovian, that is, where consideration of system history during task accomplishment is necessary, the reader is referred to the Extended Performance Capability Measure discussed in [20].

2.1.3 Application of PCM to the Evaluation of a System

The application of the PCM to evaluating the system effectiveness of a large computer-based system is demonstrated in the Appendix of this paper. There a typical ground-mode ballistic mission is presupposed, and an inertial system for accomplishing that mission is described and simulated. Three different computers, each employing integrated circuitry, are involved in three respective simulations of the control loop: 1) a minimal computer composed entirely of irredundant subsystems, 2) a computer whose redundancy was allocated on a purely intuitive and pragmatic basis and whose self-repair capability is off-line, and 3) a computer (described in Section 3) whose redundancy allocation was decided in terms of PCM and the methods of Section 2.1.4 and whose self-repair potential is both online and off-line.

Among the many results of these simulations, the following should be mentioned: 1) the minimal computer’s contribution to platform misalignment began to equal those of the other subsystems in the control loop after the elapse of 12 000 hours, 2) the pragmatic computer, whose self-repair function was accomplished off-line, took 34 000 hours before its contributions to misalignment equaled that of the other subsystems, and 3) the computer whose self-repairing capability was optimized by the techniques previously and subsequently discussed ran 124 000 hours before its contributions to misalignment were equivalent to those of the other subsystems. These results become even more significant when it is realized that the third computer gave the highest PCM value only among a total of three possible organizations and/or designs. With a higher number to consider and where networks with learning capability and multifunction logic ability are considered, even larger PCM values can be expected. Because all of these considerations involve applications of the PCM at the digital network level as well as at the system organization level, the error states may be quite numerous. Hence, some method of partitioning the Markov transition matrices must be devised and utilized in order to obtain some upper bound on the hazard rate and thereby determine \( P_i(t) \). The general method for doing this is the next consideration.

Consider a network composed of two tiers of randomly connected redundancy modified gates (Fig. 3), that is, a configurationally redundant network. The function of the network is to use the redundant information on its \( n \) input channels so as to produce more reliable information on its \( n \) output channels. Further, \( x(r) \) shall be defined as a random variable denoting the number of zero state inputs for the \( r \)th redundancy-modified gate, and \( \phi_r(r) = p[x(r) = i] \). Now if an average is obtained over all possible redundancy-modified gates and over all possible errors within those gates, then the transition matrix \( T \) is given by

\[
\begin{bmatrix}
\phi_0(r + 1) \\
\phi_1(r + 1) \\
\vdots \\
\phi_n(r + 1)
\end{bmatrix} = T
\begin{bmatrix}
\phi_0(r) \\
\phi_1(r) \\
\vdots \\
\phi_n(r)
\end{bmatrix}.
\]  

Under the conditions of relatively small \( n \), where the number of performance states is not too large, (28) can be easily solved so as to evaluate \( P_i(t) \). However, with the condition that \( n \) is relatively large, some technique for collecting and/or partitioning the various states into manageable sets must be devised. For the particular problem at hand, the computation could be reduced by trichotomizing the possible performance states into the following: \( D \) = the one state in which the number of zeros lies between 0 and \( \Delta \); \( E \) = the error state in which the number of zeros lies between \( \Delta \) and \( 1 - \Delta \); and \( F \) = the zero state in which the number of zeros lies between \( 1 - \Delta \) and 1.

Combining a theorem developed by Pierce ([18], pp. 162–168) with the inequality information about the cumulative sums of the columns of the \( T \) matrix of (28), one can produce the \( U \) and \( S \) matrices of that theorem:

\[
U = \begin{bmatrix}
U_{DD} & U_{DE} & U_{DF} \\
U_{ED} & U_{EE} & U_{EF} \\
U_{FD} & U_{FE} & U_{FF}
\end{bmatrix} \quad \tag{29}
\]

\[
S = \begin{bmatrix}
S_{DD} & S_{DE} & S_{DF} \\
S_{ED} & S_{EE} & S_{EF} \\
S_{FD} & S_{FE} & S_{FF}
\end{bmatrix} \quad \tag{30}
\]

The hazard rate \( \lambda \) is then the probability of transition from one of the nonerror states \( D \) or \( F \) to the error state \( E \). In this case \( \lambda \) is not unique unless further specified. However, the combining of all possible performance states so as to have only three sets of such states provides an upper bound for \( \lambda \):

\[
\lambda \leq \max\{[u_{ED} + u_{FD}], (s_{DF} + s_{EF})\}.
\]

Within this upper bound it is possible to set \( \lambda \) to any one of several arbitrary values and then utilize such values in (12) through (14) to obtain the quantity \( P_i(t) \) in (1), which is the PCM.
It is clear that the technique of combining and/or partitioning performance states indicated by (29) and (30) allows for an effective method for computing $\varepsilon$ in the function $E_i(\Delta p < \varepsilon/\mu_i, \sigma_i, t, \varepsilon)$ of the PCM (1). This is done by first assuming that the network in question is of a certain size (where $q$ denotes the number of redundancy modified gates within the network). The maximum number of multiple critical, subcritical, or critical/subcritical errors that a network, of size $q$, of such gates corrects is then computed by conventional techniques. (Critical error on the input of a redundancy modified gate can be defined as the minimum number of such errors sufficient to give an output error; subcritical error is any error which is not critical.) The value obtained from this computation is the value assigned to $\varepsilon$. This means that during the time of accomplishment of some task assigned to the network (such as conventional digital logic perhaps involving computation), the various single and multiple errors (that is, a single set or multiple sets of zeros between $\Delta$ and $1 - \Delta$) cannot at any time $t$ combine so as to exceed $\varepsilon$ without the network being declared in an intolerable, and hence catastrophic, performance state. Thus, it is clear by definition that the $\Delta p$ [Equation (1)] of the various $n$ number of performance states are all less than $\varepsilon$, and hence the $E_i$ function of the PCM can be set to the value of 1 with PCM being evaluated solely in terms of the evaluation of $P_i(t)$ by the method previously described. In such cases it is obvious that $\text{PCM} = 1 - P_i(t)$.

2.1.4 Application to PCM to System Synthesis

The next problem that must be considered is the development and employment of some procedure for deciding the amount and allocation of redundancy which will be best at each redesign step. Moreover, this procedure must permit the synthesizing of both optimal networks and optimal systems. All of this, of course, assumes that for every step some figure-of-merit, for a system and/or network, is available. This figure-of-merit would be used as a criterion for optimizing tradeoff between the improvement of a system’s or network’s PCM value and some penalty such as cost, where the latter term is construed generically in terms of weight, size, or power consumption, as well as in terms of monetary value.

One of the figures-of-merit that will be considered here is denoted by $M$, and for networks is given by the ratio

$$M = \lim_{R \rightarrow \infty} \ln \frac{P_i(t)}{R}$$

where $R$ = number of redundant elements or subsystems. For computer systems other than networks, $M$ would be given by

$$M = \lim_{R \rightarrow \infty} \ln \frac{P_i(t)E_i(\Delta p < \varepsilon/\mu_i, \sigma_i, t, \varepsilon)}{R}$$

On the network level, where $\text{PCM} = 1 - P_i(t)$, and where a simple log failure probability with equal exponential survival probabilities for, say, redundancy modified gates is assumed, the PCM for the unimproved network of such structures would be

$$\ln(\text{PCM}) = \sum_{i=1}^{n} \ln[1 - P_i(t)]$$

where $i$ now denotes failure state $i$, for example, the production of a critical error at the output of the $i$th redundancy-modified gate.

Because the objective of the synthesis procedure is to increase $\ln(\text{PCM})$ as cheaply as possible, it can be asserted that in adding the allocated redundancy, that step is optimal which gives the greatest ratio $\{\ln[1 - P_i'(t)] - \ln[1 - P_i(t)]\}/\{c_i' - c_i\}$, where $c$ denotes cost.

Thus, if the redundancy $R$ on some original network is increased by $k$ elements (where element denotes channels or switching nodes), and the figure-of-merit $M$ also changes to $M'$, then the optimal ratio $\alpha$ is

$$\alpha = \frac{\exp \left[ R_i M_i(t) \right] - \exp \left[ (R_i + k) M'_i(t) \right]}{(R_i + k) c_i - R_i c_i}$$

$$\geq \frac{\exp \left[ R_i M_i(t) \right] - \exp \left[ (R_i + k) M'_i(t) \right]}{(R_i + k) c_i - R_i c_i}$$

This holds, of course, for a network of redundancy-modified gates in which only one input channel on one gate need be operational (free of error) in order for the network to be operational. This could easily be extended to those cases where more than one operational channel or gate is required for an operational network.

For the case in which $R_i$ is changed to $R_i + 1$ without any change in $M_i$, the approximation given in (33) becomes

$$\alpha = \frac{\exp \left[ R_i M_i(t) \right] \{1 - \exp \left[ M_i(t) \right]\}}{c_i}$$

To completely clarify the procedure generated by these considerations, the following steps can be articulated:

**Step 1:** Synthesize the least costly network to do the job.

**Step 2:** Generate $n$ sets of redundancy improvements.

**Step 3:** Order the sets of improvements according to the decreasing ratio of $\{\ln[1 - P_i'(t)] - \ln[1 - P_i(t)]\}/\{c_i' - c_i\}$.

**Step 4:** Select the highest-order set for the first redesign step toward improving the original network.

**Step 5:** Return to Step 2, and start over for the next improvement.

It is evident that Steps 1 through 5 can be accomplished, at least in part, by means of a computer program in which the original network is simulated. The optimality of such a program can be gleaned by first considering a function $\phi(k)$ which denotes the rate of
The increase of \( \ln[1 - P_s(t)] \) per cost, evaluated at an incremental cost of \( k \). Select any set of improvements at random and order it according to the decreasing ratio of \( \{ \ln(1 - P_s(t)) \} / \{ c_i - c_\ell \} \), giving the function \( \phi(k) \). The difference in incremental \( \ln[1 - P_s(t)] \) between this set of improvements and the optimum \( \phi'(k) \) selected in order of decreasing ratio is the integral

\[
- \int_0^{\Delta t} \{ \phi'(k) - \phi(k) \} \, dk,
\]

the latter being nonpositive since \( \phi'(k) \geq \phi(k) \).

It is clear from the definitions of \( P_s(t) \) and \( M \) that redesign Steps 1 through 5 can be applied on the network level to both functional and configurational redundancy. Hence, the synthesizing of networks using bias devices and microprogramming suggested later (Section 2.2.2) can be methodically and optimally accomplished.

This five-step procedure describes a “deterministic” search process which results in a system with the highest PCM evaluation. More efficient procedures, based on learning theory, have been developed in connection with research on learning control systems. These procedures are used to determine a vector which describes the optimal state of a learning controller [21–23]. The extension and application of these procedures will be referred to as “probabilistic” because they involve those stochastic variables associated with learning.

Extension of Matyas’ simple adaptive random optimization algorithm [24] has been found to have the best convergence characteristics for high-dimension problems. A development of this algorithm is presented here in an application to the present synthesis problem.

Let Step 1 in the above five-step procedure represent the initial state of the system. Let this state be denoted by a vector \( S(0) \) whose components \( s_1, s_2, \ldots, s_n \) are associated with elementary logic functions. (An elementary logic function here is the lowest-order network for which redundancy will be considered; it may be a two-input AND gate or an entire storage register.) The problem may now be stated as one in which a search is made for a vector \( S \) for which

\[
\text{PCM}(S_{\text{opt}}) \geq \text{PCM}(S), \quad \text{for all } S.
\]

Let \( S(k) \) denote the \( k \)th state of the system and PCM \( [S(k)] \) an evaluation of the PCM function at \( S(k) \). Let \( \delta(k) \) be a stochastic vector process with variable mean value and variable correlation matrix; that is

\[
\delta(k) = d(k) + T(k)\xi
\]

where

\[
E[\delta(k)] = d(k),
\]

\( T(k) \) is a transformation matrix, and \( \xi \) is an \( n \)-dimensional normal random vector with zero mean value and unit correlation matrix. Consider now perturbations in the state of the system of the form

\[
S(k) + \delta^{(i)}(k)
\]

where the notation \( \delta^{(i)}(k) \) denotes a realization of the random process at the \( k \)th step. If

\[
\text{PCM}[S(k) + \delta^{(i)}(k)] > \text{PCM}[S(k)]
\]

the step is considered a success and is denoted by \( Y(k) = 1 \); if, on the other hand,

\[
\text{PCM}[S(k) + \delta^{(i)}(k)] \leq \text{PCM}[S(k)]
\]

the step is considered a failure and is denoted by \( Y(k) = 0 \). The next state of the system is determined by the decision rule

\[
S(k + 1) = \begin{cases} 
S(k) & \text{when } Y(k) = 0 \\
S(k) + \delta^{(i)}(k) & \text{when } Y(k) = 1
\end{cases}
\]

and the parameters \( d(k + 1) \) and \( T(k + 1) \) are a function of their value at the \( k \)th step whether or not this step was a success.

A specific application of the above is now offered. Let the elements of \( S \) be odd integers, \( s_i = 1, 3, 5, \ldots, (i = 1, 2, \ldots, n) \) which denote the number of inputs to a majority element. The starting configuration \( S(0) \) will include no redundancy; that is, \( s_i = 1 \) \( (i = 1, 2, \ldots, n) \). Adaptive random optimization may now be applied to determine the vector \( S \) which results in a maximum PCM evaluation. This vector specifies the amount of redundancy and its distribution (that is, the number of inputs to each majority device under consideration).

2.2.3 The Implementation of Self-Repairing Systems

In considering the reliability improvement of a digital computer system, one can assume that such a system consists of electronic components such as resistors and transistors; logical function networks such as decoders, counters, and registers; and subsystems such as memory units and adder units. Therefore, in order to significantly improve the reliability of the computer, all levels of the computer structure must be improved. Some research has been devoted to redundancy on the level of individual components. Most of the results, however, are seriously inadequate because of the cost, size, and power consumption constraints of the system. Moreover, achieving statistical independence for error occurrence is almost impossible (see [20], pp. 47–50). As the digital system becomes more complex, it demands components of unrealistically high reliability to yield a reliable system. Thus, the levels at which reliability improvement can be advantageously applied are on the network, subsystem, and system levels. Configurational and functional redundancies in the forms of multiprocessor and multicomputer systems are some of the approaches that have been taken to improve the computer on the subsystem and system levels. On the network levels, reliability improvement techniques have been discussed in various places [5], [18], [25], [26]. All of these techniques, however, are limited to configurational redundancy. Certain approaches such as parallel, stand-by, redundant networks require addi-
tional detecting and switching circuits which themselves contribute to the unreliability of the computer. The network reliability improvement techniques described in this paper are directed towards functional redundancy as well as configurational redundancy. In particular, for configurational redundancy, interwoven redundant logic will be considered, and for functional redundancy, the use of multifunction logic will be discussed. It should be stated at this point that except for parity checking, little attention is given to error codes because their value in systems involving computation is, at best, marginal (see [18], pp. 132–145). Finally, the set of techniques briefly discussed is not a closed one.

2.2.1 On-Line Monitoring

Interwoven redundant logic is a form of configurational redundancy that promises to be a valuable aid for a logic design engineer in executing a self-repairing network. An interwoven network is a logical network in which the redundant input signals are interconnected so that a maximum amount of statistical independence is obtained between the various redundant inputs. The error correction is achieved by inhibiting the propagation of the signal of the error-causing logical element. The corrected signal is obtained with the aid of redundant logical elements. Interwoven redundant logic can be divided into the following two types: 1) redundancy-modified gating, and 2) redundancy-using decision elements. The first type uses only regular logical gates. The second uses such decision elements as threshold devices and majority devices, either instead of or in addition to regular gates. Two examples of each type will be given. In all cases the monitoring and correction of error is done on-line while performing regular digital logic.

A simple logical network for achieving \( Z = AB + C \), which illustrates the error-correcting properties of the first type of interwoven redundant logic, is shown in Fig. 3. The signals \( A, B, \) and \( C \) are quadrupled. The logical functions performed by the gates shown are such that \( D_1 = A_1 \cdot A_2 \cdot B_1 \cdot B_2 \) and \( Z_1 = D_1 + D_2 + C_1 + C_2 \). Each output labeled \( Z \) is correct for any single error in \( Ai \) or \( Bi \), some multiple-input errors, or a \( 1 \rightarrow 0 \) error in \( Ci \). For example, if a \( 0 \rightarrow 1 \) error occurs in \( A1 \) and \( A2 \), \( D1 \) is still correct. If a \( 1 \rightarrow 0 \) error occurs in \( A1 \) and \( A4 \) when the correct value of \( B \) is 1, \( D1 \) and \( D2 \) will incorrectly be 0, but the correctness of \( D3 \) will result in each \( Z1 \) being correct. The only single or double error which will cause an erroneous \( Z1 \) output is a \( 0 \rightarrow 1 \) error in one or two \( Ci \) when \( AB \) is 1.

A threshold logic element is shown in Fig. 5. The output \( Z \) is 1 if

\[
\sum_{i=1}^{n} X_i \geq \theta,
\]

where the \( X_i \) are the inputs and \( \theta \) is the threshold value. The \( X_i \) may have a value which produces the effect of \(-1\) in addition to the usual 0 and 1 inputs. In the following example there are no \(-1\) inputs. The synthesis of the function \( Z = AB + C \) is given in Fig. 6 to illustrate the second type of interwoven logic using threshold devices. The signal \( Di \) is correct for any single error in \( Ai \) or \( Bi \); similarly, \( Zi \) is correct for any single error in \( Ci \). The threshold logic is triplicated because the gate itself may be unreliable.

In each of the above examples it should be noted that an error in \( Ai, Bi, \) or \( Ci \) may represent an earlier error in a gate, and at the analysis of an error in \( Ci \) is the same as for an error in the first layer of gates.

![Fig. 3. AND/OR self-correcting network.](image)

![Fig. 4. Double error correction employing redundancy-modified NAND/NOR gates.](image)
The majority vote taker is a special form of a threshold logic device which provides a means of deciding which signal to use if signals which should be the same are not. The synthesis of \( Z = AB + C \) using three-input majority voters is shown in Fig. 7. The signal \( Z_i \) is the correct value of \( AB + C \) for any single error in \( Ai, Bi, Ci, Di, \) or \( E_i \) since the other two correct \( E_i \) will result in each \( Z_i \) being correct. The two-out-of-three voters are triplicated to increase the reliability of the output \( Z_i \).

Rules for interconnecting error-correcting elements and the approximate reliability improvement obtained thereby were developed by Pierce [18]. In general, for a logic network to correct \( n \) errors, its redundancy-modified gates must have \( (n+1) \) redundant inputs yielding \( (n+1)^2 \) such gates. For example, the cost of correcting two errors in a redundant network is nine times that of a nonredundant network. Because of the greatly increased cost for error correction using redundancy-modified gates, it appears that the use of threshold logic is the most economical means of network configurational redundancy. Use of threshold logic also offers the possibility of incorporating some of the work now being done on adaptive networks to increase reliability (see [27] and [28]).

2.2.2 Off-Line Monitoring

Besides on-line monitoring and/or correction, there are off-line techniques that comprise programmed check-routines, configurationally redundant structures in stand-by mode, and multifunction logic devices. All of these techniques are considered off-line since they require the interruption of normal system functioning in order to isolate and correct the errors due to subsystem failure.

With respect to the use of any programmed automatic device for isolating faults that have occurred in a system, the task of developing a search program is considerable. Essentially, the problem reduces itself to two subproblems: 1) the estimation of the probabilities of error-generating failures lying in respective parts of the system, and 2) devising optimum search policies based upon these estimates. Although some work in this area has been done and reported [29], [30], it has been entirely confined to systems whose error-producing situations do not involve conditional probabilities. In this respect, some present [31] and projected research involves considerable effort in the direction of developing a set of estimators which can be used in arriving at adequate search policies for highly complex systems.

2.2.2.1 Teaming of Multifunction Logic: The traditional approach to building a logical function into a computer has been to write the function in terms of the logical operations AND, inclusive-OR, and NOT, and then build the function from gates which realize these three functions as well as from gates which realize the negation of the first two functions. Another approach is to incorporate multifunction devices which, with a slight adjustment, called biasing, can realize any one of a set of functions. For example, such a device might be one with three inputs which forms one function of two variables when the third input is 0, but a different function of two variables when the third input is 1. Using microprogramming to replace a failed logical network with a network of biased multifunction devices is a form of functional redundancy which seems to have promise as a means of self-repair for networks for which no methods for the correction of failures by interwoven logic are known, or for which known methods are too complicated or expensive to be worthwhile. The advantage of using multifunction devices rather than a traditionally built new network is that one multifunction device can be built into a computer as a possible replacement for several different logical networks.

Among the existing multifunction devices are adders, Rutz commutator transistors, integrated-circuit counter adapters, and integrated-circuit half adders. Dunham
[32] discusses the use of the first two of these, and Doctors [33] discusses the use of the others. In both of these works and in the second part of [34], the relative efficiency of different ways of forming logical functions is discussed. However, very few general conclusions are drawn and many factors which should be considered in developing a criterion of optimality are not, although many of them are mentioned. Hence, research needs to be done to decide the criterion for selecting devices and to find, if possible, an analytical means of determining what kind of multifunction devices meet this criterion. Investigation of this area is in progress [35].

As an example of biasing, the following shows how logical functions can be formed from adders. All logical functions can be formed from three basic functions: the AND (·), inclusive-OR (+), and NOT (−). However, it is as easy to get two more—the exclusive-OR (∀) and the “if, and only if” (≡)—from an adder as it is to get the three basic ones, and these two can be used to simplify some expressions. For example, \((p·q)·(p+q)\) is the same as \(p∀q\), and \((p·q)+(p+q)\) is the same as \(p≡q\). These five basic functions are achieved by biasing an adder. Biasing an adder means that one or two of the adder’s inputs are always fixed to either a 0 or a 1. For the inputs \(p\), \(q\), and \(r\), the adder produces the sum \(s\) and the carry \(c\) shown in the following table:

<table>
<thead>
<tr>
<th>(p)</th>
<th>(q)</th>
<th>(r)</th>
<th>(s)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

When \(r\) is biased to 0, \(s=p∀q\) and \(c=p·q\). When \(r\) is biased to 1, \(s=(p≡q)\) and \(c=p+q\). Hence, if \(r\) is biased to 1 and \(q\) to 0, \(s=p\) and \(c=p\).

A logical network can be replaced by adders by making the following one-to-one replacements: replace each AND gate by an adder with \(r\) biased to 1, and replace the output of the gate by the carry output of the adder. Replace each OR gate by an adder with \(r\) biased to 1, and replace the output of the gate by the carry output of the adder. Replace each inverter with an adder with \(r\) biased to 1 and \(q\) to 0, and replace the output of the inverter with the sum output of the adder. Schematically, it can be said that Fig. 8 may be replaced by Fig. 9.

One feature of Fig. 9 immediately noticed is that the three outputs, \(A∀B\), \(C\), and \(A·B)≡C\) are not used; it cannot be avoided in this case. However, in some cases these extra outputs can be used so that the number of adders in the new network is less than the number of gates and inverters in the old network. As a trivial example, Figs. 10 and 11 show how the network for an exclusive-OR can be replaced by one adder. Less trivially, the logical function \((A∀B)C+(A·B)\) requires six gates or three adders (Fig. 12), while the equivalent function \((A·C)+(B·C)+(A·B)\) requires five gates or five adders. Hence, the function is normally designed with five gates, but if this network fails it can be replaced by only three adders.

Normally, a check for failure will be made in each subsystem either constantly or at fixed intervals of time. When such a check shows a failure, a diagnostic program will be run automatically. If the diagnosis shows that a network in the subsystem, such as the network shown in Fig. 8, has failed, a microprogram would rechannel signals destined for that network through an equivalent system of adders. In the example of Figs. 8 and 9, the microprogram would rechannel \(A\), \(B\), and \(C\) from the locations shown in Fig. 8 to those shown in Fig. 9. The program would also bias the three adders in Fig. 9, would direct the outputs of two of the adders to the third, and would channel the \((A·B)+\overline{C}\) output of the third adder to the location where the output of the network had been channeled. In order to replace logical

![Fig. 8. Synthesis of \(A·B+\overline{C}\) with gates.](image-url)

![Fig. 9. Synthesis of \(A·B+\overline{C}\) with adders.](image-url)

![Fig. 10. Synthesis of \(A∀B\) with gates.](image-url)

![Fig. 11. Synthesis of \(A∀B\) with an adder.](image-url)

![Fig. 12. Synthesis of \((A∀B)·C+(A·B)\).](image-url)
networks with adders, the computer must be capable of being microprogrammed.

Many other schemes for building logical functions have been devised. Some of these are similar to biasing and have the advantages of biasing; that is, the same devices are possible replacements for similar devices and for several logical networks. Hence, these schemes can be considered for use in functionally redundant designs.

For example, one such scheme due to Canaday [6] uses a matrix of three-input and one- or two-output devices for which the output is the majority function; that is, the inputs $A$, $B$, and $C$ result in the output $AB + AC + BC$. The matrix is always connected as shown in Fig. 13 with external inputs at the circles.

It is possible to build the matrix so that all functions of a certain number of variables can be realized. For example, all logical functions of three variables can be realized by a $3 \times 3$ matrix and all logical functions of four variables can be realized by a $4 \times 6$ matrix. However, if only one or a few functions are wanted from the matrix, the size of the matrix required can frequently be reduced. The inputs necessary to have the matrix act as a given function are discussed by Canaday, and others.

The problems for study in this area include but do not exhaust such things as how to check for failure, how much increase in performance capability is provided by various possible schemes in return for how much additional hardware, and what specific combinations of single-function and multifunction logic produce optimum self-repair.

3. Design of a Self-Repairing Computer

Various interrelated reliability improvement techniques have been presented and discussed. The problem now is how to apply these techniques to various equipments within the computer so that maximum improvement in reliability may be realized. In this respect, the first (deterministic) synthesis technique previously discussed (Section 2.2.4) is employed here to produce a highly reliable computer.

A digital computer may be classified into the following four major units: 1) memory, 2) control, 3) arithmetic, and 4) input-output. Each of these units has its own problems and peculiarities. In fact, no single reliability technique is best for all applications. Parity check, for example, is effective in checking memory error but is useless in improving the reliability of arithmetic operations. On the other hand, either an interwoven logic approach or residue checking has potential for error correction in arithmetic operations. The problem in the design of a reliable digital computer lies then in simulation and the use of those synthesis methods articulated earlier in Section 2 in order to know which reliability techniques to apply and where to apply them in the logical design. Paper design of a sample computer is undertaken here to illustrate the application of different types of redundancy and to give the reason for the choice of techniques employed. Furthermore, it is hoped the design will adequately demonstrate the feasibility of the self-repair program described earlier.

3.1 Design Philosophy

The fact that any degree of reliability may be obtained by a corresponding increase in logical hardware redundancy has been discussed earlier. However, the added cost, size, and so forth, normally do not justify the degree of reliability achieved. This is another way of saying that in our previously discussed ratio, $[1 - P_r(t)] - [1 - P_r(t)] / c_r / c_t$, is unduly high in value. In certain applications, such as airborne control computers, the increase in weight, size, and power consumption is highly undesirable. It has been decided, therefore, to adopt the approach which combines hardware redundancy and computer software ability to achieve a more reliable system without the large penalty in hardware. The system design will be able to tolerate at least a single failure in most subsystems, and in certain critical areas two or more failures, without decrease in performance. Also, more failures can be tolerated with a certain amount of degradation in computing capability.

As stated in Section 1, a self-repairing computer should have the capability of reorganizing its own structure and should retain the ability to perform diagnosis. That is, the computer should be able to perform at least the following basic instructions upon any occurrence of malfunction:

1) Add
2) Subtract
3) Transfer
4) Test and jump
5) Store.

There is a portion of the machine in which failures cannot be tolerated. This hard-core portion must, of course, be kept as small as possible in order to attain a reasonably high PCM value. The hard-core logics may be those of the memory address-selection circuits, the parity checker, the instruction-execution-control sequence circuits, or any other logics which do not lend themselves easily to reliability improvement techniques.

Fig. 14 (figure abbreviations are noted in Table 1) is
a schematic block diagram of a proposed self-repairing computer. The value of self-repair is highly dependent upon the machine structure, the amount of hardware required to implement the techniques, and the number of failures which the machine can tolerate in various subsystems. Thus, the computer must be simulated to evaluate the design techniques of self-repair computers—to determine whether the techniques employed do improve the reliability, or if the gain is offset by the extra logics needed to implement the techniques.

3.2 Computer Organization

The computer organization chosen for the demonstration of self-repair techniques has the following main characteristics:

1) random-access core main memory—primary data storage;
2) two's complement parallel arithmetic unit;
3) scratch-pad memory—intermediate data shortage;
4) read-only memory—microprogram control.

The machine uses a data bus for all the data transfers in order to provide organizational flexibility. Thus, any spare register or memory location can replace the failed units. In addition, common error-detection logics can be employed for all data transmission.

To ensure high reliability, fast error detection, and diagnosis, the machine operation, such as register-to-register data transfer or register-to-register data modification, is controlled by simple microcommands. Each microstep of operation operates serially; virtually all data transfer must pass through the adder and be subjected to accuracy checking. Further, the sequence of each operation is performed by microprograms stored in the read-only memory. The number of integrated-circuit hardware registers is kept to only the essential registers; all other registers used to store data and intermediate results, such as program counter, accumulators, index registers, and so forth, are stored in the scratch-pad memory.

3.2.1 Memory Unit

The memory is a high-speed random-access magnetic-core memory used for primary data and program storage. The following reliability techniques are incorporated in the memory system.

3.2.1.1 Parity Checking: The transfer of data between core memory and main memory register (MMR) is checked for odd parity. Parity is generated when information is written into memory and checked when it is read out to MMR.

3.2.1.2 Memory Protection: Each block of 128 memory words is assigned a code-lock number. The assignment is under program control. The block can be entered with new information only when the key fits the code lock.

The memory protection feature, therefore, provides identification for different programs and data. In addition, it helps detect program error, loss of program sequencing operation, and malfunction of memory addressing logic.

To facilitate the program execution of supervisory control and diagnostic routines, it is necessary to be able to have access to all the storage locations without having to reassign the code lock to the same number. For this, a master key code can be provided for entering any coded area.

3.2.1.3 Secondary Storage Location: In certain applications such as real-time data computation, critical data errors cannot be tolerated. Additional alternate storage area is provided in memory locations (0000-0128)\textsubscript{10}. As the data are written into the desired memory
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMAR</td>
<td>main memory address register</td>
</tr>
<tr>
<td>MMR</td>
<td>main memory register</td>
</tr>
<tr>
<td>SPMAR</td>
<td>scratch-pad memory address register</td>
</tr>
<tr>
<td>SPM</td>
<td>scratch-pad memory</td>
</tr>
<tr>
<td>SPMAR</td>
<td>scratch-pad memory register</td>
</tr>
<tr>
<td>AR</td>
<td>arithmetic register</td>
</tr>
<tr>
<td>ROMAR</td>
<td>read-only memory address register</td>
</tr>
<tr>
<td>ROM</td>
<td>read-only memory</td>
</tr>
<tr>
<td>ROMR</td>
<td>read-only memory register</td>
</tr>
<tr>
<td>CTR</td>
<td>counter</td>
</tr>
<tr>
<td>P\textsubscript{e}</td>
<td>parity checker</td>
</tr>
<tr>
<td>P\textsubscript{c}/G</td>
<td>parity checker and/or generator</td>
</tr>
</tbody>
</table>
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**Fig. 14.** Self-repair computer.
location, the same data are also regenerated in the corresponding location in the (0000–0128)_{10} memory area. For example, if the real-time data are being entered into the memory locations (1250–1300)_{10}, the same data are also written into memory locations (0098–0020)_{10}. This feature can be implemented with very little increase in hardware and with no requirement for additional computer time.

3.2.2 Central Processing Unit

The central processing unit (CPU) consists of two parts: a scratch-pad memory for local storage of intermediate results and data registers, and an arithmetic unit for parallel data manipulation.

3.2.2.1 Scratch-Pad Memory: The scratch-pad memory (SPM) is used as a local storage for internal data manipulation within the CPU. It is a destructive read-out, high-speed, random-access core storage. Its operation may be overlapped with the main storage.

The scratch-pad memory, with its relatively low cost and inherently better reliability (than the comparable transistorized flip-flops), is a highly desirable local storage for computer implementation. Also, the reliability of data in the SPM is improved by means of a centralized parity check unit.

The replacement of failed registers with spare registers is normally a costly and complicated process if conventional transistorized registers are used, because all the input and output signals of the failed registers must then be transferred to the replacement registers. By keeping as many as possible of the working and spare registers in the SPM, the problem of register replacement is reduced. Also, the spare registers form a pool of replacement registers, any one of which is able to replace any failed register rather than just a limited type of failed register. Thus, the reliability is maximized.

3.2.2.2 Arithmetic Unit: The arithmetic unit performs arithmetic and logical operations. It consists of a parallel binary adder, a shifter, and an arithmetic register (AR). Since the adder and the shifter are the center of all data manipulation in the computer system, it is desirable to optimize their reliability. Therefore, interwoven logic techniques employing redundancy-modified gates will be used to implement the arithmetic unit. With this technique, each logic gate in the nonredundant version may fail before the unit fails.

3.2.3 Control Unit

The control unit executes micro-operations of the microprograms. It provides the timing control to perform these operations in proper sequence. It also controls interrupt processing, error detection, and operations involving input, output, and storage. The control unit consists of a read-only memory, control counters, a state register, and any other timing control circuits.

3.2.3.1 Read-Only Memory (ROM): To achieve high reliability, flexibility, and simplicity, the control commands are implemented in the read-only memory. The correctness of the command word is checked by a parity checker. The microcommand register (ROMR) can also accept the micro-operation from the main memory, thus providing the programmer with the ability to control the computer operation down to the hardware logic level. In this way, diagnosis checking is made easier and more accurate. Also, this technique provides additional flexibility. The programmer can flow-chart many error instructions, or can reflow-chart the existing instructions to bypass the malfunctioning units, thereby achieving functional redundancy.

Triple majority redundancy and interwoven logic will also be employed in major critical areas where uninterrupted operation is required. The areas of critical importance are those that are needed to sustain the computer operation for diagnostic routines. These critical networks may be timing, pulse generators, and counters.

3.2.3.2 State Register: The state register is used to define machine organization. It specifies which registers or redundant units are being used to form the computer organization, and provides the computer capability to perform self-repair.

3.2.4 Input–Output Unit

The buffer data registers for the input–output channels, together with the control words, are assigned to the scratch-pad storage. The data transfer between the main storage and input–output is controlled by the microcommand stored in the read-only memory. In this manner, extra registers available in the spare pool in the SPM can be called upon to replace the malfunctioning buffer and control word registers.

3.3 Remarks

It is clear that the foregoing computer design does not represent the ultimate in self-repair. Although it has a very high PCM value among the set of three considered, no attempt was made to optimize the diagnostics employed nor was there any consideration given to other more modular types of organization. Moreover, the technique for synthesis was deterministic (Section 2.1.4). The probabilistic technique of random optimization is known to give better results. Finally, no attempt to incorporate a learning network or to use multifunction logic was made.

APPENDIX

Performance Analysis of a Velocity-Damped Schuler Loop with Malfunctions

As an example of the application of the theory described earlier, a control loop problem, that is, a velocity-damped Schuler loop, is analyzed. Platform rotation of an otherwise inertially stabilized orientation through gyrotorquing, based on integration of relative acceleration which is contaminated by a component of g, can be considered a basic mission. This mission must
be accomplished in every terrestrial inertial navigation system, for example, in airplane navigation or in the ground mode of a ballistic missile. These missions may take hours, days, or even weeks, and it would appear valuable to consider such a mission to obtain quantitative information about platform misalignment caused by a malfunction in the electronics of the loop (especially the digital subsystem). Also, the derivation of the error equations seem sufficiently complicated and non-uniform to offer general conclusions for the theory. To avoid unnecessary complications, the loop was considerably simplified, but only to the extent that the characteristic properties were still apparent.

A1. Assumptions for System

The vehicle motion is assumed to occur along a static great circle (no Earth rotation). The $x$–$y$ plane is identical with the trajectory plane, the $z$ axis is oriented to local vertical, and the $y$ axis is perpendicular to the $x$–$z$ plane.

The accelerometer input is mounted parallel to $x$; the mating gyro to be torqued ($\omega_0$) has its case-input axis normal to that accelerometer input axis.

The position of the vehicle is determined on the great circle by an actual angle $\theta_0$. The calculated value for this angle is $\theta$. Assuming a spherical Earth, the misalignment in the trajectory plane is given by the difference

$$\epsilon_\theta = \theta - \theta_0$$

The output is velocity damped; the total magnitude of the velocity is measured by either an odemeter or Doppler radar, and the velocity components ($x_i$) are computed in the digital computer by means of additional gimbal angle measurements.

A flow diagram, in Laplace transform representation, of the single-channel Schuler loop with velocity damping is shown in Fig. 15. Fig. 16 shows the loop after the malfunctions were introduced.

The accelerometer output (or better, interface input) contains a scale factor and a fictitious term

$$a = a_{x0}(1 + k_a) + a_z.$$ 

The digital subsystem contributes to the inaccuracy of $\dot{x}_s$, $\dot{x}_a$, and $\omega_y$

$$\dot{x}_s = \dot{x}_a(1 + k_i) + \dot{x}_e,$$

$$\dot{x}_s = V_{ox}k_D + V_{ox_1} \text{ with } k_D = k_{D1}(1 + \Delta k_D) \quad (36)$$

and

$$\omega_y = \left( \dot{x}_s + k_{2D}(\dot{x}_s - \dot{x}_e) - T_1 \frac{1}{R} + \omega_{yd} \right).$$

Thus, the stabilization gyro output becomes

$$\theta_0 = \left( \int \omega_y dt \right) (1 + k_b) + \theta_0.$$ 

All the scale factor errors are assumed to be caused by instrument anomalies or by truncation or roundoff in the digital computer during the failure-free mode. Only the fictitious terms ($V_{ox_1}$, $x_2$, $x_3$, $\omega_{yd}$, $\theta_{0b}$) and the time lags $T_1$ and $T_2$ are caused by failures. For dynamic considerations, the malfunctions are introduced as step functions. Their magnitude can be determined only in a statistical manner which is detailed in Section A5. The hardware responsible for this kind of failure is listed, together with the failure rates, in Table II.

The effect of the failures on the system parameter $\epsilon_\theta$ is studied within the following two problem areas.

1) Stability and time response: Its effect on misalignment angle is not cumulative, and is therefore interesting only at the time of failure occurrence.

2) Steady-state behavior: The steady-state misalignment angle is cumulative and especially important in long-range missions. Its probability density function will be derived in Section A5.

The component failure rates are as follows:

<table>
<thead>
<tr>
<th>Component</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistor</td>
<td>$\lambda = 0.01/10^6 \text{ hour}$</td>
</tr>
<tr>
<td>Diode</td>
<td>$\lambda = 0.002/10^6 \text{ hour}$</td>
</tr>
<tr>
<td>Resistor</td>
<td>$\lambda = 0.005/10^6 \text{ hour}$</td>
</tr>
<tr>
<td>Integrated Circuit</td>
<td>$\lambda = 0.025/10^6 \text{ hour}$</td>
</tr>
</tbody>
</table>

A2. Assumptions Concerning Failure Classes

The term failure is understood here to denote a permanent breakdown of hardware elements and, therefore, permanent sources of error. Failure states are usually determined by the multiplicity of failing ele-
TABLE II

<table>
<thead>
<tr>
<th>Malfunctions (Output Quantities)</th>
<th>Failure</th>
<th>( \lambda_f ) for 10^6 hours</th>
<th>( \lambda_{f,n} ) for 10^6 hours</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \alpha_d )</td>
<td>Y register</td>
<td>0.35</td>
<td>1.07 \times 10^{-4}</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>torque amplifier digital-analog converter</td>
<td>0.12</td>
<td>1.07 \times 10^{-4}</td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>0.30</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>2 ( \Delta a )</td>
<td>acceleration encoder sampler</td>
<td>0.22</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E, F register adder with input and output gates (ADD( \lambda ))</td>
<td>0.53</td>
<td>1.6 \times 10^{-4}</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>0.53</td>
<td>1.6 \times 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>3 ( \Delta v )</td>
<td>odometer and gimbal angle encoder</td>
<td>0.50</td>
<td>1.85 \times 10^{-4}</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>G, H register adder with input and output gates (ADD( \lambda ))</td>
<td>0.53</td>
<td>1.85 \times 10^{-4}</td>
<td></td>
</tr>
<tr>
<td></td>
<td>odometer</td>
<td>---</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>1.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 ( T_k )</td>
<td>every nonecatastrophic failure in the digital subsystem which does not destroy any input quantity: arithmetic unit, control unit, and core memory</td>
<td>2000.0</td>
<td>278 \times 10^{-4} or 3</td>
<td>2</td>
</tr>
</tbody>
</table>

The frequency response of the misalignment angle and characteristic equation

\[
y = \frac{s^2c_3 + s^3c_2 + c_1}{s^3 + sA_4 + A_6}
\]

with the partial transcendent coefficients

\[
c_1 = -\theta_{0A}
\]
\[
c_2 = \frac{V_{0A}}{R} - (1 + k_2)\omega_d - e^{-T_1s} \frac{1 + k_2}{R} A_0 - \theta_{0A} A_4
\]
\[
c_3 = (1 + k_1)k_{1D} \left( \frac{V_{0A}}{R} - (1 + k_2)\omega_d \right)
\]
\[
+ \frac{1}{R} (1 + k_1)(1 + k_2)(k_{1D} V_{D2} + k_{2D} V_{0A}) e^{(-T_1 + T_2)s} + (1 + k_{2D})\omega_0 e^{-T_1s} + (1 + k_{2D})\omega_0 e^{-T_1s}
\]
\[
A_4 = k_{1D} (1 + k_1)
\]
\[
A_6 = \frac{g}{R} (1 + k_{2D})(1 + k_1)(1 + k_2)^2 e^{-T_1s}.
\]
The characteristic equation of the loop becomes
\[ s^2 + sk_{1D}(1 + k_1) + \frac{1}{R}(1 + k_{2D}) \]
\[ (1 + k_1)(1 + k_a)^2ge^{-T_1s} = 0. \] (38)

It is apparent that only the scale factor errors of the off-schedule time \( T_1 \) of the feedback path appear in the equation, and not the fictitious terms and \( T_2 \), which appear only as perturbation functions in the denominator of (37). To simplify the stability considerations, the transcendental term \( e^{-T_1s} \) in (38) is approximated by a rational function, usually called the Padé approximation
\[ e^{-T_1s} \approx \frac{1 - 0.5 T_1s}{1 + T_1s}. \] (39)

The coefficients of the rational function are determined so that the first three terms of the series obtained by carrying out the division become equal to the first three terms of the series expansion of the \( e \) function.

Thus
\[ s^2T_1 + s^2(1 + T_1A_1) + s(A_4 - 0.5 T_1D_0) + D_0 = 0 \] (40)

with
\[ A_4 = (1 + k_1)k_{1D} \]
\[ D_0 = \frac{g}{R}(1 + k_{2D})(1 + k_1)(1 + k_a)^2. \]

A4. Stability Considerations

The simplest way to get some quantitative information from the third-order characteristic (40) seems to be by means of the Routh criterion. From the theorem that the number of sign changes in the first column of the Routh scheme determines the number of roots in the right half of the \( s \) plane, a condition can be derived for the limit case, where stable oscillations exist
\[ k_{1D}(1 + (1 + k_1)k_{1D}T_1) = 0.5 \frac{g}{R}(3 + T_1k_{1D}(1 + k_1)) \]
\[ T_1(1 + k_{2D})(1 + k_2)(1 + k_a). \] (41)

If the time lag \( T_1 \) is equal to 0, undamped oscillations are possible only for \( k_{1D} = 0 \). If \( T_1 \neq 0 \), the relationship between the critical value for \( T_1 \), the loop constants, and the scale factor errors is given by (41). In the special case where no scale factor error exists, the critical time lag is determined by
\[ T_{1,c} = -\frac{M}{2} \pm \sqrt{\frac{M^2}{4} + N} \]

with
\[ M = \frac{8.31 \cdot 10^{-3}(1 + k_{2D}) - k_{1D}^2}{2.78 \cdot 10^{-3}k_{1D}(1 + k_{2D})} \] (42)

and
\[ N = \frac{1}{2.78 \cdot 10^{-3}(1 + k_{2D})}. \]

From (42) it follows that the effect of Class 1 and Class 2 malfunctions can be at least partially compensated for by changing the sorted constants \( k_{1D} \) and \( k_{2D} \) (see also Section A5) for that computation cycle in which the malfunction has occurred. From the critical upper bound of \( T_1 \), certain conclusions can be drawn for the maximal tolerable time difference between check routines, or for the critical length of the operating program periods. The downtimes in this production line model consist of the following:

1) The operation of check routines and failure localization procedures. Their length is, in general, a random variable.
2) Partial program repetitions.
3) The time interval between failure occurrence and start of the check routines which in the worst case is equal to the total length of one operating period.

The maximum length of the bad period must be significantly smaller than the critical time lag \( T_1 \).

It is not claimed here that the previous considerations about the effect of malfunctions on stability are complete. Especially missing is a study about the effect of intermittent off-schedule times (only constant time lags are considered) and the relationship between the damping ratio and the magnitude of the various malfunctions.

A5. Time Response and Steady-State Behavior

To obtain the time response for the various malfunctions (output quantities), the inverse Laplace transform has to be conducted for (37). Because of the transcendental nature of the coefficients, the transformation becomes
\[ z = e^{Ts} \] (43)

where
\[ T = \text{sampling rate} \]

and was introduced in (37) with the transformed quotient developed in a continued fraction in \( z^{-i} (i = 0, 1, \cdots) \). The coefficients of \( z^{-i} \) are the amplitudes of the time response at the sampling instants \( iT \). This procedure is described in Section 4 of [10].

Some of the curves are shown in Figs. 17 and 18, but only to the extent that it is necessary to obtain information about the frequency of the damped oscillations and to confirm the results of the stability considerations. The frequency of the oscillations is approximately 15 minutes; damping out occurs after about 30 minutes. It seems justifiable for long-range missions to study mainly the cumulative steady-state error.

The steady-state values of the misalignment angle caused by malfunctions can easily be derived by means
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![Fig. 17. Platform misalignment caused by malfunction in the digital subsystem.](image)

![Fig. 18. Probability density of platform misalignment.](image)

of the final value theorem

$$\lim_{t \to \infty} f(t) = \lim_{s \to 0} sF(s)$$

if

$$F(s) = L(f(t)) \cdots \text{Laplace transform of } f(t).$$

These values are listed for the various perturbation functions in Table III. It is evident that neither $T_1$ nor $T_2$ appears in any of the formulas, which leads to the conclusion that off-schedule times do not decrease the system's value as long as the system remains stable and has sufficient damping. Only if $T_1$ becomes too large and has to be compensated for by changing the gain constants ($k_{1D}$, $k_{2D}$) will the steady-state error be automatically increased and the system’s value affected.

The total error in the system parameter $e_p$ can be accumulated from the various expressions in Table III, assuming 1) all of the malfunctions can occur, 2) there is no limit on the multiplicity of malfunctions in the mission, and 3) two malfunctions cannot occur at the same time.

Thus

$$\lim_{t \to \infty} e_p(t) = k_{1D} \omega_d + k_2 \Delta a + k_3 \Delta V = \Delta W_1 \quad (44)$$

![Table III](image)

**Steady-State Values of Misalignment Angle**

<table>
<thead>
<tr>
<th>Perturbation Function</th>
<th>Steady State</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{ss} = V_s \frac{1}{2}$</td>
<td></td>
</tr>
<tr>
<td>$\omega_d = \frac{1}{2}$</td>
<td></td>
</tr>
<tr>
<td>$x_{ss} = \Delta a \frac{1}{s}$</td>
<td></td>
</tr>
<tr>
<td>$g_s = \frac{1}{s}$</td>
<td></td>
</tr>
<tr>
<td>$V_{ds} = \Delta V \frac{1}{s}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{ss} = \theta_t \frac{1}{s}$</td>
<td></td>
</tr>
</tbody>
</table>

with

$$k_1 = \frac{k_{1D} R}{1 + k_{2D} g} = 43.1$$

$$k_2 = \frac{1}{g} = 0.0010$$

$$k_3 = \frac{k_{1D}}{1 + k_{2D} g} = 0.676 \cdot 10^{-7}$$

for

$$k_{1D} = 0.005, \quad k_{2D} = 74.32.$$
This curve (Fig. 18) represents the ideal case, namely, that all the failures in the digital computer are in Class 2 and only the interface contributes to the steady state $e_s$. It can be shown, on the same example, just how significantly reliability programming can influence the probability of mission success.

With less care in the program for redundant storing of input quantities, the malfunctions will cause not only exceeding of the schedule time for the outputs, but also accuracy degradations in the outputs. The malfunctions will belong partially in Class 2 and partially in Class 3. In the worst case, all failures in the computer fall in Class 3 instead of Class 2. The semi-invariants in this worst case become

$$H_1 = 43.1 \cdot 10^{-3}$$
$$H_2 = 1.85$$

thus

$$f(e_s) = 0.294 \exp \left( \frac{-e_s - 0.043}{3.70} \right).$$

In (48) and (49) an ideal replacement organization is assumed with an infinite supply of reserve elements. It should be noted that the large difference in the dispersion between (48) and (49) was caused only by different programming and different memory allocation.

The contribution of the self-correcting digital subsystem to platform misalignment seems quite small compared with the contribution of instrument anomalies. The variance for the latter is approximately 7 to 10 seconds and does not increase with the length of the mission. On the contrary, the variance caused by the digital subsystem is proportional to the length of the mission

$$\sigma_{digs.}^2 \propto \text{mission length}.$$ 

In the ideal case (48), the contribution of the digital subsystem to misalignment equals that of instrument anomalies only after $34 \cdot 10^3$ hours have elapsed. In the worst case (49), such contribution equals that of instrument anomalies by the time 133 hours have elapsed.
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