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Accelerated Computing refers to a computing model wherein some/all of the computation of an application is carried out on specialized hardware (known as an accelerator) in tandem with the traditional CPU. Accelerators are highly specialized hardware components that can execute a specific functionality at high performance and lower power, and often, even higher reliability than is possible on a traditional CPU. The demand of ever more computation and ever-higher power-efficiency of computation (Watts per MFlops) plus the brakes on Dennard scaling have brought the paradigm of Accelerated Computing to the front and center of computer architecture and computing system design. The question that architects and system developers are asking is no longer about whether they need an accelerator in their design or not, but rather, “what is the right accelerator for my application?” From the computing in data centers to the computing in the eye-glasses – all require acceleration.

Accelerators come in several forms, each with its own set of trade-offs. The main dimensions in which the accelerators operate are i) the potential for improvement, as in how much improvement in power and performance can be expected, ii) the scope of acceleration, as in how many and how important applications can be accelerated, and iii) ease of programmability, as in how easy/difficult is it to program for the accelerator. For example, implementing some functionality directly as an Application Specific Integrated Circuit (ASIC) will probably be the highest performance and lowest-power solution possible. However, such fixed functionality silicon accelerators suffer from limited reuse. Field Programmable Gate Arrays or FPGAs are on the other side of the spectrum. They can accelerate almost any functionality, and can even be reconfigured at runtime, but programming them remains hard, and for other than for streaming applications, they may not turn out to be power-efficient. Vector Processing Units are commonplace in contemporary processors, but it remains hard for compilers to exploit them. Consequently, they remain largely unused, except for when the application is important enough (e.g., games, high performance computing applications) that programmers can spend time vectorizing their applications to exploit the vector units. General-Purpose Graphics Processing Units or GPGPUs have become quite popular accelerators recently. Although GP-GPUs can spectacularly accelerate only data parallel applications, the main reason for their popularity is that, one: there are indeed a lot of applications that are embarrassingly parallel, including a large domain of image processing applications, and second, that easy to use programming models (e.g., CUDA and openCL) helped make it easy for programmers to start accelerating their applications.

While a lot of influential research is being done in the area of accelerated computing, there are still a lot of open issues that need further investigation to increase the effectiveness and efficiency of accelerated computing. Novel accelerator architectures are needed for emerging applications, e.g., deep neural networks, brain simulations, etc. New programming models are needed to effectively and dynamically balance the workload among the computational resources in the accelerator, and also between the accelerator and the CPU. Of course, the programming models should keep programming natural and easy; otherwise, it becomes hard to understand, debug and maintain code. Several models of communication between the CPU and accelerators have been developed. However, what is the right model for a given application must be determined. Given a computing fabric with several CPUs and several accelerators, how to specify the application, how to divide and execute the application to achieve efficient computing is still an open challenge. While covering all the aspects of accelerated computing is impossible in a single special issue, our goal is to provide a sampling of current research in this domain, and capture some of the influential research trends.

The articles in this special issue cover and highlight many important aspects of accelerator design. The first aspect that pops out is that accelerators are required or needed in so many application domains. The first article is about an accelerator for aerospace systems, the third one is to accelerate graphics on mobile platforms, the fourth is for real-time applications, fifth for security applications, and seventh for visualization. The second aspect is the diversity of the accelerator platforms. The first, fourth, fifth and seventh articles propose an FPGA-based solution, the second proposed a Resistive RAM memory-based solution, the third one is based off GPUs, and the sixth is an ASIC solution.

Advances in accelerated computing promise more computing and in a much more power-conscious manner. It will be a crucial driver in delivering on the promises at the nexus of artificial intelligence, machine learning, neural networks, cyber-physical systems, and big data solutions. All of these domains require large amounts of computing under tight power budget, which cannot be delivered without the underpinnings of accelerated computing.
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