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Abstract—In the teaching of computer networks the main problem that arises is the high price and limited number of network devices the students can work with in the laboratories. Nowadays, with virtualization we can overcome this limitation. In this paper, we present a methodology that allows students to learn advanced computer network concepts through hands-on experience with the VNUML-UM virtualization tool, which is offered freely as a resource for the practical teaching of mobility, load balancing, and high availability. To verify the utility of using the VNUML-UM virtualization tool in the teaching of advanced computer network concepts, we have performed some opinion polls to the students during the last three academic years. The obtained results confirm that our students agree that the VNUML-UM enables an enhanced learning process of the different concepts and their practical skills. This perception is also confirmed by the final marks obtained by the students, which have considerably improved along the years. To the best of our knowledge, this paper presents the first experience that provides results on the use of virtualization to teach advanced concepts in the field of computer networks.
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1 INTRODUCTION

In the teaching of basic and advanced computer networks concepts (routing, mobility, load balancing, and so on) students not only have to acquire the theoretical knowledge but also the practical skills to configure and manage real computer network scenarios. In Engineering education, these practical skills are acquired through the development of the so-called laboratories [1]. The use of these labs should be made in groups of reduced number of students so that they can have the maximum availability to practice with the different network elements to correctly acquire the required skills. However, to attain this goal in real laboratories (hereinafter labs), the development of complex network topologies is necessary but costly (in terms of both economic and time).

Virtualization tools [2], [3], which allow the emulation of network infrastructures in a highly realistic way, have revealed as an alternative solution to avoid the aforementioned problems in an efficient and cheap way. Moreover, the integration of computer technology can help students to perceive the improvement of their learning process [4]. For this reason, in computer science education, these tools have traditionally assisted the teaching of different subjects [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]. In particular, several authors have successfully applied virtualization for teaching basic network configuration and network routing [10], [11], [12], [15], [16]. Nevertheless, to the best of our knowledge, virtualization tools are not being used to teach more advanced computer network concepts such as mobility, load balancing, or high availability.

This paper presents the methodology and the tool we have developed and applied during several courses to teach these concepts in the computer networks subject (within the Degree in Computer Science Engineering of the University of Murcia). The tool, called VNUML-UM [17], has been adapted from VNUML [18]. To the best of our knowledge, VNUML-UM is the first virtualization tool that allows the teaching of such advanced contents in a practical way. Moreover, the success of our proposal is not only proved by examining during several courses the evolution of students’ marks but also confirmed by students themselves through some opinion polls.

The rest of the paper is organized as follows: Section 2 introduces background related to virtualization and teaching. Section 3 describes the computer networks subject, where we are applying the learning methodology based on VNUML-UM. Section 4 presents the VNUML-UM tool and some examples of scenarios developed by our students. Section 5 points out the specific results we have obtained as result of applying the proposed methodology. Finally, Section 6 concludes the paper and outlines some future work lines.

2 VIRTUALIZED NETWORK LABORATORIES

In the following, we detail the advantages of virtualization techniques that have motivated the development of virtualized network laboratories based on the VNUML-UM virtualization tool.

2.1 Virtualization for Teaching Computer Networks

Unlike the teaching of subjects such as operating systems and system administration where a reduced number of
computers is required to practice with them (typically two personal Computers—PCs—is enough to set up a scenario), the teaching of computer networks may require a large number of computers, especially when dealing with some advanced concepts.

The use of labs based on real equipment has some important disadvantages. More precisely, because there is a single infrastructure that cannot be used by all the students at the same time, the learning process must be organized in small groups of students that will practice in shifts and the time the students can work with the computer network scenario is limited. Conversely, the application of virtualization techniques in labs are of great benefit because they enable each student to work with his/her own network scenario.

Apart from solving different problems present in labs based on real equipment, virtualization facilitates the practical learning of computer network concepts. First, a key advantage highly appreciated by students is the mobility. Given that students can install the virtualization software in their own computer or laptop, they can work with the computer network scenario either at home or in the university premises. Thus, the students can improve their practice in the computer network scenario and gain in flexibility because they are not constrained to the timetable that is scheduled to work with the different physical components in a real lab. Second, virtualization also offers flexibility and students can design their own network topologies or teachers can create and distribute the scenario that the students will work with (by defining a topology and its components). Finally, also thanks to virtualization, students can gain experience in configuring, deploying and managing tools in realistic topologies that they can find in their future professional activities. In summary, virtualization is a powerful tool that allows students to consolidate the concepts learned in theoretical lessons by practicing in a flexible and realistic environment.

### 2.2 Virtualization Tools for Virtual Network Scenarios

Currently, some well-known virtualization tools are: Qemu, Xen, VMware Server, Virtual Box, and User Model Linux (UML). Nevertheless, these tools do not provide a specific mechanism to facilitate the deployment of virtual network scenarios. For this reason, in the latest years, some initiatives oriented to simplify the deployment and configuration of virtual network infrastructures have appeared: Imunes [19], Velnet [20], My Linux Network (MLN) [21], Nethkit [22], Dynamips [23] and Virtual Network User-Mode Linux (VNUML) [18]. Their use in research and educational environments has already been studied in [12], where it has been concluded that VNUML is one of the most flexible and powerful tools for this purpose. Despite other virtualization tools have recently appeared (e.g., NVLab[24]), VNUML is still nowadays the most adequate solution for virtualizing network scenarios (see Table 1).

Thus, VNUML represents a promising option to teach advanced computer network concepts. Indeed, it allows us to execute a reduced version of both a Linux kernel and a file system file used by the machines of the virtualized

<table>
<thead>
<tr>
<th>License</th>
<th>Topology configuration</th>
<th>Scenario execution</th>
<th>Type of virtualized hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imunes</td>
<td>Configuration centralized in a single configuration file. Optional graphical configuration.</td>
<td>Graphical simulation or through command line interface. Virtual hosts run a specific FreeBSD kernel that cannot be extended.</td>
<td></td>
</tr>
<tr>
<td>Velnet</td>
<td>Restricted (based on VMware Workstation). Topology is configured through a graphical interface. Virtual machines can be only configured once they are started.</td>
<td>Graphical execution where each virtual host must be independently started/stopped. Virtual hosts can be based on any operative system.</td>
<td></td>
</tr>
<tr>
<td>MLN</td>
<td>GNU GPL. Single configuration file containing both topology and virtual machines configurations.</td>
<td>Single command line parser to manage the virtual network scenario. Limited set of specific file systems supported for virtual nodes.</td>
<td></td>
</tr>
<tr>
<td>Netkit</td>
<td>GNU GPL. Configuration is split across various files to specify the topology and virtual machines configuration. Optional graphical configuration (NetLab).</td>
<td>Execution is controlled through different command line programs for managing virtual hosts, scenarios, etc. Virtual machines run a Debian GNU/Linux distribution that can be extended with new software.</td>
<td></td>
</tr>
<tr>
<td>Dynamips</td>
<td>GNU GPL. Configuration is specified in a single file to indicate topology and virtual machines configurations.</td>
<td>Tiedious execution based on command-line interface commands. Only supports de virtualization of Cisco routers.</td>
<td></td>
</tr>
<tr>
<td>NVLab</td>
<td>Not available. Configuration is specified through a Web interface that is saved in a server as an XML file.</td>
<td>Executed in the server and the user accesses by means of VNC and works manually with the nodes. Only accepts one user logged into the system. The tool has not been tested in a real environment. Nodes based on Xen</td>
<td></td>
</tr>
<tr>
<td>VNUML</td>
<td>GNU GPL. Topology and virtual machines are configured in a single specification file by using a simple XML-based language. Optional graphical configuration (VNUML.GUI).</td>
<td>Simple execution through a command line parser that not only controls the basic interaction with the scenarios (start/stop) but also allows the automatic execution of commands in virtual machines. Virtual hosts can run any customized UML kernel that can be extended with new utilities.</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1**

Comparison of Virtualization Tools
scenario. Therefore, the configurations used within the virtualization software can be used in real scenarios without any change because the virtualized environment employs the same tools used in real scenarios. Furthermore, the tool also shows a good performance and a reasonable memory consumption \[25\] as well as an excellent virtualization grade.

Moreover, VNUML is distributed under GNU Public License, easy to install and can be used once installed in a computer or directly in a live CD/DVD version. In general, the installation procedure comprises the VNUML parser, documentation, and its associated XML Document Type Definition (DTD). During the installation process we are also required to install two files used by the virtual machines: A file containing the Linux kernel and another one with the file system of the virtual machine. In fact, it allows the installation of different kernels and file system files to be able to test different virtual machine configurations. For example, we could have a kernel with support for only IPv4 (Internet Protocol (IP) version 4) and another one with support for IPv4 and IPv6.

VNUML also provides two main components to work with computer network topologies: 1) The VNUML language that allows the specification of computer network topologies; and 2) The parser that generates the virtual topology from a file with the specification of the computer network topology expressed in the VNUML language.

The process of using VNUML is organized in three phases (see Fig. 1). First of all, there is a design phase where the user (a student or a professor) conceptually describes the network scenario (first step in Fig. 1). In this phase, the user details the different aspects and entities involved in the network topology: Computers, routers, connections, and the different IP addresses of each interface of the equipment. Next, there is an implementation phase where the user generates a file with the specification of the scenario in the VNUML language (second step in Fig. 1), which is based on a well-defined XML DTD. This specification may be automatically generated if the network topology is designed with the VNUML graphical user interface tool \[26\]. Finally, in the execution phase, the VNUML parser (written in Perl language) processes the specification of the scenario (third step in Fig. 1) and automatically launches the topology containing the virtual machines and specified networks (fourth step in Fig. 1).

As shown in Fig. 2, VNUML launches a window for each node, representing a Linux console which allows users to interact with virtual machines: Establishing a proper configuration, launching or stopping applications and/or daemons, executing commands, and so on. Moreover, the tool offers the possibility of executing different commands in the virtual machines defined in the scenario file. Furthermore, VNUML also allows the real computer, where the simulation is executed (typically named host), to participate in the virtualized network topology and even allowing the simulated topology to connect with real Internet through the host. Once we have finished our interaction with the topology, the simulation can be stopped by invoking the parser. We can perform this process in two different modes: Either saving the current status of the simulation or purging any state configured in the scenario.

Since the definition and execution of computer network scenarios is quite simple, students’ learning curve is shallow. Thus, they can focus more on the design of the virtualized topology than the tool itself (i.e., VNUML does not require users to know internal details about the system operation). For these reasons, we have applied VNUML for teaching different network concepts in our computer networks course, which is taught in the fourth course of the Computer Engineering degree. In the following section, we will comment on how we have developed an extended version called VNUML-UM, where we have installed new
applications in the file system file and properly configured kernel modules to teach advanced network concepts.

3 COMPUTER NETWORKS SUBJECT

Next, we explain the context of the practical part of the computer networks subject, as well as the potentially necessary resources for its development.

3.1 Subject Description

The computer networks subject is located in the fourth course of the degree in Computer Science Engineering and is an annual subject taught through two four-month periods. The theoretical part of the subject (with a workload equivalent to 8 ECTS—European Credit Transfer System) is distributed in 10 different units that cover the following fundamental aspects: Dynamic routing, Transmission Control Protocol (TCP) operation and quality of service, addressing in IP versions 4 and 6, routing and mobility, high availability, load balancing, and related network security aspects. The practical part (with a workload equivalent to four ECTS) is intended to reinforce the most important theoretical concepts through the development of a computer network scenario that must accomplish a set of requirements and solve certain problems. By means of the VNUMUL tool, students are required to design and validate the correct operation of their proposed solution. In particular, in the practical part, three main topics are covered: Dynamic routing, IP mobility and, high availability, and load balancing.

These fundamental contents are developed through the proposal of various practical works to be solved by the students. These proposals are provided during the course in sync with the exposition of the related theoretical concepts. It is important to note that, unlike previous approaches followed in teaching computer networks, the practical works we propose to the students are not based on a preestablished computer network topology. Our approach is to specify a set of requirements used by the students to design the network topology, the elements integrating such topology and the proper configuration of those elements.

3.2 Laboratory Methodology

To teach the practical part of the subject, we organize several 1-hour laboratory sessions, which are distributed throughout the academic year. The objective of these laboratory sessions is to provide the student (using exposition-based lectures) a general overview about the different tools and configuration options available to resolve the practical works. More specifically, the sessions are distributed in the following manner:

- Sessions 1, 2, 3, and 4. The goal of these sessions is to explain the general use of the VNUMUL and help the student in becoming familiar with the environment.
- Sessions 5, 6, and 7. In these sessions, professors not only explain the software implementing dynamic routing protocols and details regarding its configuration but also discuss computer network designs associated to routing protocols.
- Sessions 8 and 9. In these sessions, we explain and discuss on the software and topologies that can be used by students to develop the practical work about load balancing and high availability.

Apart from these general sessions, we also offer students the possibility of interacting with professors to resolve doubts through online tools to facilitate and speed up the learning process [27]. In general, to increase both the comfort of students and the teaching quality, the laboratory sessions are composed of no more than 15 groups (30 students) and are distributed through three different turns in different days along the week.

Considering the three main topics covered by the subject in the theoretical part (discussed in Section 3.1), we propose three practical works to deal with them:
Present work 1: Design of computer networks and routing. In this practical work (related to sessions 5-7), the students are required to design a network topology integrated by a set of organizations satisfying certain requirements. Then, they validate their design by using different routing tools and configuring different dynamic routing protocols (RIPv1, RIPv2, RIPng, OSPFv2, OSPFv3, and BGPv4) within the network infrastructure. By means of this practical work, the students acquire a global comprehension of the operation of different routing protocols that are explained in the theoretical part of the subject: IPv4/IPv6 address assignment, computer network design, and dynamic routing.

Present work 2: Autoconfiguration and mobility in IPv6. This practical work allows the students to become familiar with certain relevant concepts of autoconfiguration and IPv6 mobility. In particular, the exercise consists of a sketch describing the configuration of these features on real scenarios. For this reason, the methodology we follow is based on the description of several steps that guide the student throughout the process and show the different configuration files and required commands. The student must verify the operation of the scenario proposed by the professor, answer a set of questions to probe the correct student’s comprehension, and perform a set of requested extensions/modifications.

Present work 3: High availability and load balancing. This practical work (related to sessions 8 and 9) proposes the design of a high available and load balanced system that satisfies a set of well-defined requirements. Namely, it enables students a practical interaction with some theoretical concepts related to computer network design, high availability, and load balancing systems. In particular, students are required to configure redundant routers (according to the Virtual Router Redundancy Protocol—VRRP) and web services, domain name system (DNS) and web proxies using caches and load balancers based on IP or cookies.

It is important to highlight that Practical Work 2 does not have associated sessions since both the concepts explained in the theoretical part and sessions 1-4 provide the theoretical background required to carry out the aforementioned practical exercises. Practical exercises are developed by means of the VNUML-UM distribution (see Section 4).

### 3.3 Students’ Learning Process

In this section, we describe the process followed by students to acquire the knowledge and skills required in the subject. The successful application of our methodology requires students to assist the lectures where theoretical background is provided. A week after theoretical lessons have started, the first laboratory session is given.

The first four sessions are devoted to the explanation of the VNUML-UM virtualization tool: Definition of a topology, configuration of the nodes participating in the network scenario and interaction with a simulation. Once the initial sessions are completed, the specific sessions associated to the practical works are given in sync with the contents explained in theoretical lessons. In these sessions, professors explain the software installed in the file system file used by the virtual machines providing dynamic routing, autoconfiguration and IPv6 mobility, and high availability and load balancing. More precisely, in these sessions, professors explain how to configure this software and how it can be used to design and develop different computer network systems. In this process, we promote active learning by means of class discussion. Thus, we can relate different theoretical concepts to its practical use. When both theoretical concepts and specific laboratory sessions associated with a practical work are successfully given, the practical work is introduced. Each practical work consists on the development of a computer network system that satisfies a set of requirements on some of the theoretical concepts introduced.

During the course, students must develop three practical works. For the resolution of each practical work, students are organized in groups integrated by two members. Once the different laboratory sessions associated to a practical work are completed, students proceed in the following manner. First, they discuss the requirements and establish the design of the solution. This solution is generally presented to the teacher to get his feedback. Next, when the design is validated, they start with the development of the solution. This development can be made either during the weekly laboratory sessions scheduled for the subject that are not associated with the explanation of tools and concepts or during their personal work time either at home or within the laboratory (when is free and no classes are scheduled). Regardless of the way students proceed, professors are available to provide tutorship by means of interviews with them or through a virtual campus platform.

In general, in each group, students collaborate to produce the design of the system, the choice of the tools to develop the system, and configuration options for the development of the core elements by articulating their perspectives and negotiating their knowledge or beliefs [28]. However, they work cooperatively by sharing out some tasks when some specific issues that are similar have to be developed, e.g., the configuration of a routing protocol in two different autonomous systems. Finally, in general, they cooperate to produce the final report associated with the practical work. This report serves to reinforce their knowledge of the system, and discuss and justify again the different design solutions they have chosen for their system.

### 3.4 Students’ Evaluation

In the computer networks subject the result of the students’ learning process is evaluated in two different ways. On the one hand, by means of a theoretical exam. On the other hand, by means of the evaluation of the three practical works they are required to develop.

In the theoretical exam, we distinguish two parts. First, a test with 20 multiple-choice questions (choosing the one answer out of three options). With the aim of reducing the possibility of guessing, we use a scoring rule which
subtract points for incorrect responses. This rule is as follows: We give 1 point for a correct response, we subtract 1/(number of choices-1) points for each incorrect response, and we give no points if the question has not been answered [29]. These questions evaluate whether the student has acquired the basic knowledge on the topics of the subject. This knowledge is necessary to be able to solve the different problems contained in the second part of the exam. Thus, if the student does not obtain a mark of 10 points or higher, he/she is not able to take the second part of the theoretical exam and the exam is considered failed. Second, the exam contains three meaningful problems where the students have to put into practical works the knowledge acquired in the teaching-learning process.

Similarly to the development and evaluation of the three practical works, students are grouped in groups of two members. Each group has to develop the three proposed practical works. For each practical work, they must develop and implement the designed network scenario through VNUML-UM, to generate a report explaining how they have solved the practical work and the justification on the different decisions they have taken in the resolution. Additionally, each group has an interview with a professor. In this interview, each member of the group is individually evaluated by means of two aspects: A written test, in which the student has to answer to some questions about different issues arisen during the resolution of the practical work; and by making some tests and some changes on the scenario they have developed with the VNUML-UM system.

The final mark assigned by the student is based on the results obtained both in theoretical exam and the resolution of the practical works as follows: The theoretical exam is weighted as a 70 percent and the practical works are weighted with a 30 percent. The weight of each practical work is the following: 40 percent for Practical Work 1, 20 percent for Practical Work 2, and 40 percent for practical work 3. Furthermore, to proceed with the final mark calculation, students are required to pass both the theoretical exam and practical works, i.e., students must obtain at least five points over 10 in each one.

4 VNUML-UM: Customized VNUML Distribution for the Practical Learning of Computer Networks

Based on VNUML version 1.7.3, we have created an enhanced VNUML distribution called VNUML-UM, which is available as a teaching resource [17]. In this distribution, we have extended both kernels and file system files of basic VNUML to include the modules and software necessary to perform the different practical works described in Section 3.2. It is important to point out that some of the tools included in VNUML-UM for IP-based mobility, high availability, and load balancing are powerful enough and are being used in professional environments. Thus, VNUML-UM could also be used in the professional design of networks. In fact, the use of VNUML in professional testbeds has already been proved [12].

Despite there exists newer VNUML versions (1.8.9 and 1.9.0beta8), for our laboratories we have opted by version 1.7.3. The reason is twofold. On the one hand, newer versions require more memory than versions 1.7 to launch a virtual machine, which obviously limits the number of virtual machines running in the same virtualized scenario. On the other hand, the new features included in the newer versions of VNUML do not improve either the aspects developed in our virtualized scenarios or the methodology followed in the practical part of the subject. In fact, these latest versions have mainly focused on the simplification of the language to describe the virtualized network topology and on the improvement of the parser used to launch the simulation, which has been proven to be already stable in version 1.7.3. Nevertheless, for those potential users with more powerful labs, we have also developed a customized version based on VNUML 1.8.9. The same action is planned for version 1.9 once a stable release is available.

Regarding the virtual machines, VNUML-UM includes support for Linux kernel version 2.6.16.27 and the filesystem version 0.4.1 of VNUML version 1.7.3. For VNUML 1.8.9, the Linux kernel version 2.6.29 and the file system file version 0.6.0 are supported. The original files for these versions are available at the VNUML project webpage [18].

The different problems faced during the generation of this customized distribution of VNUML are derived from the fact that the Linux distribution provided by VNUML does not work in graphical mode. Thus, only software supporting command-line operation mode can be installed. Despite this feature allows executing a number of virtual machines without using an excessive amount of memory, it limits the different tools that we can incorporate to the system. For this reason, we had to make an in-depth search and analysis of the different tools satisfying this restriction. Additionally, to minimize the size of the virtual machine file system file, we carefully checked both the dependencies and the required disk space for the installation of each tool. When selecting the tools to be installed in the file system file, our intention was to achieve a tradeoff between the provided functionality and the required disk space. In fact, we discarded some tools because the functionality offered was similar to others while the size required for the installation was considerable. After the selection and installation process, we tested the operation and performance of each tool, paying special attention to the memory needs during the execution. This was an analysis of paramount importance because we identified some tools not able to operate with the default virtual machine memory configuration. For this reason, we carried out an exhaustive study to determine an optimal configuration allowing a fluent operation with the virtual network scenario.

From the VNUML-UM distribution we could develop a centralized system, a web-based system or include this new distribution in a virtualized system, what would prevent students from installing the software. Thus, the new distribution is the building block for creating any kind of system based on this functionality. In our case, we decided to use VNUML-UM as is instead of developing a centralized system because the performance is better when the students are developing the different labs.

In our case, in addition to the distribution and the installation available in the laboratories, we provided to our students with a virtualized solution based on NoMachine NX [30], which is basically a remote desktop. In this
solution, the students access a system with identical features to the system in the laboratories (same version of VNUML-UM installed in a Ubuntu operating system). Although this solution provides access by means of a web browser without the installation of the software, it offers a worse performance because the different computers used to provide this functionality are not powerful enough. For this reason, we decided to install the software in each computer of the labs and, in general, the students have preferred this environment to use VNUML-UM in the NoMachine NX platform.

4.1 Tools Supported by VNUML-UM
The tools included in the VNUML-UM distribution can be grouped according to the provided functionality into: 1) Tools for routing and computer network configuration; 2) tools for IP-based mobility; and, 3) tools for high availability and load balancing. In the following, we provide a detailed description of the different software installed in VNUML-UM as well as the provided functionality.

4.1.1 Tools for Routing and Network Configuration
Since the VNUML file system file is based on a Linux system, it includes common tools to administrate both IPv4 and IPv6: ifconfig, ping, ping6, traceroute, traceroute6, route, tcpdump, and so on. Additionally, the Router Advertisement Daemon (radvd) is also included to support the route advertisement (performed by routers) that enables the IPv6 autoconfiguration process.

For the supporting different routing protocols, the VNUML project relies on the Quagga routing software (version 0.99.5) which implements the following protocols: RIPv1, RIPv2, RIPvng, OSPFv2, OSPFv3, BGP-4, and BGP-4+. Therefore, we can propose practical exercises related to interior gateway protocol (IGP) and exterior gateway protocol (EGP). The different OSPF versions support the configuration of the different areas defined in the protocol specification. Similarly, the BGP implementation supports features such as prefix-based and attribute-based filtering, private autonomous systems, prepping, BGP attribute modification, multihoming, and so on.

4.1.2 Tools for IP-Based Mobility
VNUML-UM employs the mobile IPv6 for Linux (MIPL) package to deploy scenarios based on IPv6 mobility. This software implements the mobile IPv6 protocol and requires the use of the previously mentioned radvd daemon. MIPL supports advanced features such as routing optimization between mobile nodes and correspondent nodes, or the use of security options (IPsec).

4.1.3 Tools for High Availability and Load Balancing
Unlike the aforementioned group of tools, which are already included in the file system file provided by the VNUML project [18], we have installed the software necessary to develop the practices dealing with high availability and load balancing. Given that the Linux virtual machines in the simulation do not work in graphical mode, only new software supporting command-line operation mode can be installed. Nevertheless, we have found a wide amount of tools providing high availability and load balancing capabilities supporting this mode. In the following, we enumerate the installed tools grouped into different categories according to the specific functionality provided. Note that some tools may appear several times if they can be used for different purposes:

- Tools for network redundancy. With this purpose, we have installed two different tools supporting the VRRP protocol for router redundancy: vrrpd and keepalived. Additionally, the VRRP protocol can be also used for load balancing between routers within a specific network.
- Proxy DNS tools that allow both to reduce the number of DNS requests sent to authoritative servers and to check the availability of remote DNS servers: DNSProxy, dproxy, dnsmasq, and pdns.
- DNS resolution cache, DNS server backup, support of different DNS forwarder servers, and load balancing among a set of local DNS servers: squid, DNS Balance, and DNRD.
- TCP and Layer 7 load balancing: Balance, balanceNG, pen, penbw, pound, haproxy, LVS, lvs-kiss, and keepalived.

4.2 Using the VNUML-UM Virtualization Tool
In this section, we describe various aspects which should be taken into account when using the VNUML-UM distribution for teaching network-related concepts. First, it is worth noting the installation of VNUML in the Ubuntu distribution is quite simple and the process is partially automated. For this reason, numerous groups of students opt for installing the VNUML-UM distribution provided in [17] in their PCs at home, so that they can gain flexibility when they work outside the university premises. Furthermore, given that we have been employing this virtualization tool several years, we can affirm that the installation process has been simplified in the most recent versions.

An important aspect related to the VNUML-UM operation relies on the permissions that need to be granted to students to properly employ the different virtualization features and, ultimately, develop the practical exercises explained in Section 3.2. Typically, the policy followed by the laboratories administrators is to not granting administrator permissions (root) to the student’s personal account. This situation represents a problem when developing virtualized scenarios based on VNUML-UM that need to interact with the real machine (host). The reason is that certain functionalities (e.g., the management network used for facilitating the launching process of the scenario by automatically executing certain commands in the virtualized hosts) require administrator-level permissions in the host to carry out some configuration actions. To solve this problem, we propose the employment of the sudo utility (available in Linux systems) which can be used by the administrator to specify that certain scripts can be executed by other users, not owning administrator privileges, as if they were the administrator.

As a consequence of including support for a wide variety load balancing tools, compared with the original file system file provided by the VNUML development team, our extended file system file requires more disk space (about 800 MB). Nevertheless, this is a reasonable size
considering the complete set of load balancing software that has been installed. Furthermore, this size does not affect the VNUML performance when virtualizing network scenarios since, thanks to the copy-on-write optimization, a single copy of the file system file is shared by all the virtual machines and only modifications to the basic file system file are saved for each one.

4.3 Network Scenarios Developed with VNUML-UM

As an example of the power that VNUML-UM can provide us for the testing and validation of computer networks scenarios, we show some topologies developed during the courses. For example, Fig. 3 depicts a representative topology for a scenario developed in Practical Work 1. In this scenario, there exists different autonomous systems that are connected through different links using both peering and transit configurations. Additionally, we observe that the autonomous systems Client1 and Client2 are based on different routing protocols. More precisely, while the former is organized in several OSPF areas, the latter uses RIP as routing protocol.

In Fig. 4, we show a scenario implemented by students according to the requirements demanded in Practical Work 3. As observed, the network topology is integrated by two organizations: Service provider and client’s organization. Both organizations deploy their own DNS system with master and backup DNS servers. The service provider provides high available web services achieved by means of multiple webservers and a load balancer distributing requests among them. These webservers are accessed by users belonging to the client’s organization, where a set of web proxy servers is installed to minimize the number of accesses.

5 RESULTS AND EVALUATION

In this section, we present the different results that the students have obtained with the methodology and activities we propose throughout three academic courses: 2009-2010, 2010-2011, and 2011-2012. The results are based on the evaluation method presented in Section 3.4. We have also made an opinion poll between the students to know whether they consider useful the tools and the different practical works we have proposed to facilitate the understanding of the different concepts taught in theoretical lessons.

5.1 Analysis of Marks Obtained by Students

Table 2 depicts a comparison of the different marks obtained by the students in the three practical works during the different academic courses. The mark is shown in a numerical interval between 0 and 10 points. We consider that a student passes a practical work if he/she has obtained a mark equal or greater than five points. In the table, we can appreciate a decrease in the number of students who takes each course. We would like to clarify that this variation is provoked by a transition period caused by this degree to be adapted to the European Credit Transfer and Accumulation System (ECTS) according to the Bologna process. Students can decide to adapt themselves to the new degree or finish their studies according to the current degree. Since some students have opt for entering into the new degree, the number of students in this subject has decreased slightly.

From the analysis of the marks obtained by students in the different practical works, we observe some fluctuation values (specially in practical work 3) during the first course (2009-2010). From our experience, we can affirm that these
variations are derived from the application of our methodology for the first time, which is a process prone to unexpected problems and where reiterative adjustments are necessary. Particularly, to overcome the different problems we detected during the first year, we applied the feedback received from our students and added more examples of usage, documentation related to the different tools installed in VNUML-UM, and a better guidance to the students. These actions had a positive effect in subsequent course (2010-2011) where students improved their marks. For example, in practical work 3, the percentage of marks between 7 and 10 points passed from 44.4 percent (course 2008-2009) to 92 percent (course 2011-2012).

For this reason, we consider that the results of the courses 2010-2011 and 2011-2012 are more representative since they are obtained when applying a stable methodology overcoming the different problems detected during the first academic year. In this regard, we observe that the marks the students obtained show a high level of performance. More precisely, the mean percentage of students who received a mark between 7 and 10 points in practical work 1, practical work 2, and practical work 3 were $\approx 85$, $\approx 95$, and $\approx 84$ percent, respectively. Finally, it is also important to note that all the students performing the different practical works have passed it (Mark $\geq 5$ points). This is due to they can check with VNUML-UM whether their scenarios are properly configured and solve the different proposed problems. Thus, until they are not sure that the computer network scenario works properly, they do not present it to the teacher for evaluation.

To determine if our methodology and the VNUML-UM tool really help students in the practical learning of computer network concepts, we have also carried out an additional analysis of the students marks in the theoretical part of the subject. In particular, we verify if there exists a relationship between passing the practical and theoretical parts of the subject. For the students passing both parts, in Table 3 we show the marks obtained in the theoretical exam organized in two groups: The students who have passed the theoretical part once they have developed the different practical works, and the students who have managed to pass the theoretical exam without making practical works. From the results, we conclude that the students who have passed the theoretical part without carrying out the practical works is reduced (15.9 percent in course 2009-2010, 18.2 percent in 2010-2011, and 16.7 percent in 2011-2012). Thus, the students who pass the theoretical part having made practical works before or at the same time that the theoretical exam is over 81 percent. Furthermore, we can affirm that our methodology helps students in the acquisition of knowledge related to computer network concepts because the percentage of students who pass the theoretical part with good marks (between 7 and 10 points) has increased from 27.3 percent in course 2009-2010 to 50 percent in the last course 2011-2012.

Therefore, we might conclude that the work developed in the practical works with VNUML-UM contributes to improve the learning process, or at least, the students consider that is more valuable to make them. To confirm this hypothesis, we performed an opinion poll to obtain feedback from the students. The obtained results are presented in the following section.

### 5.2 Students Evaluation of the Proposed Methodology

Apart from the conclusions extracted from the analysis of the students’ marks, we also decided to perform an opinion poll to know students’ perception and whether the different practical works had allowed them to understand better the different theoretical concepts. Their feedback is essential to enhance our work through a continuous improvement process. In this opinion poll, 15 students participated in course 2009-2010, whereas 10 students did it in course 2010-2011. Finally, the number of participants was 20 in 2011-2012.

The opinion poll consisted of different questions (see Table 4) related to the learning of computer network concepts through our labs and the use of VNUML-UM. In particular, students were required to evaluate the following aspects: Question 1 (Q1) asked students whether the different practical works had allowed them to improve their understanding of the different theoretical concepts related to the network design. Questions 2 and 3 (Q2 and Q3) were related to the understanding of routing protocols.
Questions Related to the Students’ Learning through the Labs

<table>
<thead>
<tr>
<th>Code</th>
<th>Question related to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Improvement of the understanding of network design</td>
</tr>
<tr>
<td>Q2</td>
<td>Better understanding of EGP</td>
</tr>
<tr>
<td>Q3</td>
<td>Better understanding of EGP</td>
</tr>
<tr>
<td>Q4</td>
<td>Consideration of VNUML as useful tool to understand network concepts</td>
</tr>
<tr>
<td>Q5</td>
<td>Better understanding of mobile IPv6 concepts</td>
</tr>
<tr>
<td>Q6</td>
<td>Better understanding of load balancing and high availability concepts</td>
</tr>
</tbody>
</table>

(both internal—Q2—and external—Q3—routing protocols).

Question 4 (Q4) evaluated the use of VNUML-UM. Finally, questions 5 and 6 (Q5 and Q6) aimed to know whether our methodology and tools were useful for the learning process of some advanced concepts, such as mobility, load balancing, (Q5) and high availability (Q6).

Our students evaluated each question by choosing a value between 0 and 10, where 0 express a negative evaluation and 10 an excellent evaluation of a certain aspect. The students’ evaluation obtained through the different questions are shown in Fig. 5. Apart from this information, we have calculated mean, standard deviation (SD), and the 95 percent confidence interval (CI) values, which are depicted in Table 5. Results show that our students are highly satisfied with the contribution of the practical works in its learning process of advanced computer network concepts. In fact, the results of the first three questions (Q1-Q3) were as expected because virtualization has been generally used to teach these concepts, as explained in Section 2.

According to question Q4, our students consider that VNUML-UM is an adequate tool for the virtualization of computer network scenarios, specially to teach advanced network concepts such as Mobile IPv6, load balancing, and high availability.

From the results obtained in questions Q5 and Q6, we can conclude that our students consider the learning process with VNUML-VM more useful for mobility, load balancing, and high availability than using it for network routing. In fact, they got better marks in the theoretical part when they perform the practical works beforehand (see Table 3).

Finally, it is worth mentioning that, apart from the data obtained in the opinion poll, we have received students’ feedback personally and, in general, they mentioned us that, thanks to the practical works, they have managed to

![Fig. 5. Questions valuation.](image)

TABLE 5
Detailed Pool Results

<table>
<thead>
<tr>
<th>Question Code</th>
<th>Q1</th>
<th>Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>8.7</td>
<td>8.6</td>
</tr>
<tr>
<td>SD</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>CI</td>
<td>0.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question Code</th>
<th>Q3</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>8.6</td>
<td>8.4</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>CI</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question Code</th>
<th>Q5</th>
<th>Q6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>8.3</td>
<td>8.2</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>CI</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>
understand some concepts that initially were too abstract for them. This feedback has been verified by the anonymous opinion pools made in the diverse courses.

6 Conclusions and Future Work

Virtualization is useful in computer science education because it allows a better availability and management of resources to set up laboratories for the students. Up to now, virtualization has been used mainly for teaching administration of operating systems and the basic concepts of computer networks. In this paper, we have presented how virtualization can be used not only to teach these basic concepts but also advanced aspects of computer networks such as mobility, load balancing, and high availability. Namely, we present a new teaching resource called VNUMUL-UM, how we teach these concepts with it in a computer network course, the used methodology, and the different results we have obtained. VNUMUL-UM has been used during several academic courses, where we have obtained successful results.

The main conclusion extracted from our experience is that both basic and advanced computer network concepts can be taught successfully with the developed VNUMUL-UM distribution. This fact has been contrasted with the increase in the number of students that have passed the theory when they have made the practical works (before or at the same time) and with better marks. Other important aspect that has endorsed our approach is the students’ opinion on their learning process and how this tool and the labs have contributed to improve their knowledge on the different computer network concepts taught in lectures. Another relevant conclusion relies on how our results demonstrate that VNUMUL-UM distribution is a virtualization tool valid for teaching advanced computer network concepts, which is an issue not covered so far by other experiences.
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