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It is my great pleasure to present this inaugural issue of the IEEE Transactions on Big Data (IEEE TBDATA). Big Data is a new field that encompasses multiple disciplines and impacts a wide range of sectors of our society. Its rapid rise in recent years can be attributed to several technological advances. The increasing availability of sensors made data generation and collection easier and cheaper. Advances in telecommunications technologies and services facilitated the massive exchange of data among client devices, data centers and clouds. The fast reduction in data storage and processing costs gives rise to fast growth in increasing computational power. As a result, novel applications are widely found that span across diverse fields as never before.

Big Data can be characterized by its extraordinary characteristics along several dimensions. The first of the dimensions is the size of data. Data sets grow in sizes partly because they are being gathered by cheaper and easier-to-operate information sensing mobile devices. This is referred to as Volume by industry leaders [1]. Other dimensions are equally important, including Big Data’s Variety (the data types are many and heterogeneous), Velocity (the speed is fast in which the data is generated and processed to meet the demands) and Veracity (the quality of the data being captured can vary greatly). These complexities pose a major challenge as well as new opportunity for today’s information technology communities.

The term Big Data goes well beyond the data itself; it is also often used to refer to a new methodology to approach our problems and solutions. As pointed out in [2], our scientific advances fall in different stages, or paradigms, as the human race moves forward. The first paradigm is known as the empirical stage, which happened when scientific discovery was mainly driven by recording empirical observations through tools such as telescopes. The second stage was when theories were introduced to summarize the observations and make predictions. Scientists such as Newton used mathematics and physical laws to build models to explain the empirical observations. The third paradigm came as a result of the arrival of digital computers, when large-scale simulations were used to mimic the dynamics of nature. With the arrival of the Big Data, we are at the beginning of the fourth paradigm of scientific discovery, when knowledge discovery is done through hypothesis testing driven by the availability of the massive digital data. In this fourth-paradigm way of scientific thinking, data becomes a first-class citizen, giving birth to the particular practice of knowledge discovery known as Data Science.

Thus, Big Data is situated at the cross roads of many disciplines, and this new IEEE Transactions on Big Data aspires to lead this technological revolution to the next level. The journal will serve as a forum for the Big Data community to exchange ideas and report its successes. In particular, the journal will cover the following broad areas:

**BIG DATA ANALYTICS**

Big Data Analytics is aimed at making sense of data by applying efficient and scalable algorithms on Big Data for its analysis, learning, modelling, visualization and understanding. This includes the design of efficient and effective algorithms and systems to integrate the data and uncover the hidden values from data. It also includes methodologies and algorithms for automatic or mixed-initiative knowledge discovery and learning, data transformation and modelling, predictions and explanations of the data. Breakthroughs in this area include new algorithms, methodologies, systems and applications for knowledge discovery, understanding and applications based on the Big Data. New computing paradigms are expected in new areas such as human computation, crowd sourcing, sentiment analysis as well as data visualization technologies.

**BIG DATA INFRASTRUCTURE AND TOOLS**

Big Data Infrastructure deals with new computing architectures and models to enable efficient and scalable high performance, parallel and distributed computation to support all aspects of computation with Big Data. Examples include well-known industrial systems such as HDFS, Hadoop, SPARK and STORM, to name a few. Key innovations are expected in novel algorithms and systems for making increasingly efficient use of computing resources for Big Data computation. Of particular interest are systems that integrate traditionally disparate areas of research, such as data collection and transformation, networking, data management and learning and data analytics. Emerging issues are particularly important, such as the issue of how to limit the energy use of large-scale computation via innovative algorithms and system design.
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**Big Data Policy, Practice and Standards**

Big impact implies big responsibility. Big Data is a broad area where technology meets social and policy issues. History has taught us that technology advancement must go hand in hand with policy and standards development. Practitioners know very well that Big Data research cannot be done without the datasets themselves, thus the issue of data sharing and data openness is critical. If different data sets cannot be aligned easily, then they cannot be fully integrated to result in the scale needed to produce impact. Thus, many governments, companies and organizations are starting to recognize that data sharing is a key for Big Data development. However, how to ensure that data is shared across departments, organizations and societal boundaries remains a complex issue. Closely related are technological issues as well as issues such as how to divide the benefits and responsibilities of data sharing.

An equally important issue is data quality, value and provenance. Data quality has direct impact on analytic results, and yet we do not fully understand how to quantify this impact. We also do not know well how to automatically or semi-automatically transform the data so that the quality is guaranteed. Recent works begin to recognize the importance of this issue. For example, works on identifying the trustworthiness of crowd-sourced data have attracted attention. Likewise, it is also an open issue of how to put a quantitative valuation on the worth of data for data exchange and sharing.

**Big Data Privacy and Security**

Policies on data availability, data sharing and standards are also closely related to the issue of user privacy and data security. On one hand, data analytics is aimed to uncovering values from data; thus the more data is included the better. Data analytics also requires sharing data and exchange data, which demands openness. On the other hand, revealing more data to the outside world runs the potential risk of jeopardising users’ private information and cause damage to the reputation of the analytic services. How to allow analytic systems to freely access the needed data while protecting user privacy is a critical research and practice issue. A related and equally important issue is data security, which deals with the problem of ensuring the intended access control of the data while data is being collected, stored, managed, transported and analysed.

**Data Science**

The fourth paradigm of scientific knowledge discovery champions the philosophy that with sufficient data, science can be carried out by directly examining and analyzing the data. New laws of nature can be discovered from the data. In each scientific discipline, the data and knowledge will be of specific, domain dependent nature. For example, genetic data in biological science may be rich in the number of features, but small in the number of data samples. In contrast, the data from particle physics may be the opposite. It is thus an open issue how to ensure that domain specific scientific knowledge is seamlessly integrated with general knowledge discovery and data analytic functions. Another important issue is how to explain the discovered knowledge back to the scientists. In many data science areas, black box solutions may not be desirable.

**Big Data Theory**

Big Data provides renewed motivations for developing new theories that help evaluate and compare the existing approaches and quantify computational boundaries. Many of the fundamental theories of computation are based on the assumption that the data follows ideal distributions, are independently sampled and can be manipulated in a given computing environment. Big Data challenges these assumptions by considering data that extend beyond the traditional limitations. Statistics, computational learning theory and game theory are but a few examples that can help establish a new theory to understand and exploit big data for knowledge discovery.

**Big Data Applications**

There is no doubt that Big Data can only thrive if its applications grow. Theory, algorithms and systems that enable novel applications of Big Data field are all the necessary elements for the new field. Indeed, novel applications are abound today, ranging from smart cities to Big Data in healthcare and from digital government services to online commerce industry. On one hand, Big Data tools and systems enable these applications to scale to the real world; on the other hand, successes in these application fields also provide new impetus for the tools to improve. Especially important to researchers and practitioners alike are case studies that tell why Big Data applications work or not work, with experience and lessons for others to draw from.

**Data Articles: A New Feature**

In Big Data research, a critical issue is the availability of realistic, large-scale and complex data. While data are abundant in many government agencies, industrial companies and practicing institutions, they exist mostly in islands and in isolation. There exists a chasm between the data generators and data consumers. The public cannot easily access much of these data. A consequence is that while in scientific disciplines, researchers stress repeatable experiments as a necessary test for new discoveries, in Big Data areas, repeating experiments on the same data by independent research teams is seldom practiced. To make a difference for the better, in IEEE TBDATA we introduce a new type of submission known as Data Articles. This type
of submission will require that authors upload original large-scale data sets together with the meta data and a companion article to describe the meaning of attributes and intended usage of data in verifying systems and algorithms. To make the explanation accessible, the journal will accept a three-page article on the data together with preliminary test results to show the utility of the data. These articles will be citable just like any other articles in the journal. By creating this new category of papers, we hope to make an understanding in the Big Data community that contributing data is equally important as other contributions to the field, as new data can help inspire new algorithms, present new challenges, and serve as new baselines.

Big Data is necessarily a multi-disciplinary subject. A Big Data system touches on many aspects of science and engineering, including computer science, engineering, business management, social science, and policies, to name a few. More than one group of researchers is needed to aim for the same objective since we need multiple angles to look at the same problem. In Big Data, multiple views and methodologies will be the most beneficial. Therefore, IEEE TDADATA welcomes articles that report on the integration of different disciplines, technologies and systems to accomplish the mission of harnessing the Big Data.

**Submission Requirements**

The style of this new IEEE journal is similar to many other IEEE Transactions, with submissions received through the IEEE Manuscript Central system (http://www.computer.org/web/tbd). The journal will publish four issues per year, with five to 10 articles in each issue. Five types of papers are considered: Regular papers will be given 14 double column or 30 single column pages, short papers are given eight double column or 15 single column pages, comment papers are given two double column or four single column pages, and survey papers are given 20 double column or 40 single column pages. In addition, the new Data Submission Paper Type includes a publicly downloadable data source and a three double-column page paper (or six single column pages). Extensions of conference publications are welcome, but should include a significant amount of new contribution and clearly state the differences from the conference versions. It is expected that more than 30% of the difference between the published version and the submission should be in the new contribution. This difference should be fully explained in the cover letter.

The new IEEE journal received strong support from many organizations and individuals. The journal is financially sponsored by the IEEE Computer Society, IEEE Communications Society, IEEE Computational Intelligence Society, IEEE Sensors Council, IEEE Consumer Electronics Society, IEEE Signal Processing Society, IEEE Systems, Man and Cybernetics Society, The IEEE Systems Council, The Vehicular Technology Society. In addition, the journal is technically cosponsored by The IEEE Control Systems Society, IEEE Signal Processing Society, IEEE Power and Energy Society and IEEE Biometrics Council. Representatives from these societies and councils formed a steering committee that provided valuable advices throughout the journals birth. I would in particular like to thank the journal’s Steering Committee Chair, Professor Steven Crago, and IEEE staff members for consistently guiding the journal through its creation process. The journal’s Advisory Committee, consisting of industry and academia heavyweights, has lent a helping hand whenever needed. An editorial board of more than 50 associate editors of the journal will help ensure that authors get fast and informative feedback from review process, lifting the journal to the highest level. With IEEE TDADATA, we now have a common platform to exchange ideas and showcase our innovations for the important area of Big Data. We welcome authors and special issue guest editors to contribute their newest results in this journal. We look forward to an exciting journey together!

Qiang Yang
Editor in Chief
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