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ABSTRACT

This paper summarizes an experimental performance evaluation of a procedure for estimating a nonhomogeneous Poisson process having an exponential rate function whose exponent includes both polynomial and trigonometric components. Maximum likelihood estimates of the unknown continuous parameters of the rate function are obtained numerically, and the degree of the polynomial rate component is determined by a likelihood ratio test. Although this procedure can estimate the oscillation frequency of the trigonometric rate component, the experimental evaluation of this procedure is limited to the case of a known frequency. A "piecewise thinning" algorithm is used to generate independent replications of selected arrival processes having the postulated type of rate function. To evaluate the accuracy of the resulting estimators of the true rate and mean-value functions, we tabulate summary statistics for the maximum absolute error and average absolute error observed in estimating each of these functions on each replication of the estimation procedure. We also plot tolerance intervals for the rate and mean-value functions based on the sample estimates of these functions.

1 INTRODUCTION

In this paper we present a Monte Carlo performance evaluation of procedures recently developed by Lee, Wilson, and Crawford (1991) for identification, estimation, and simulation of a nonhomogeneous Poisson process (NHPP) whose rate function may contain either a cyclic component, a long-term evolutionary trend, or both. Specifically, the instantaneous arrival rate of the NHPP is assumed to be an exponential function of time whose exponent is the sum of polynomial and trigonometric components—that is, an exponential-polynomial-trigonometric function (EPTF). Such a stochastic model is sufficiently general to handle a broad range of input modeling situations that have been previously reported in the literature. Lewis (1970) used spectral methods to analyze an NHPP with an exponential-trigonometric rate function. To model the arrival of patients at an intensive-care unit, Lewis (1972) used an NHPP with an EPTF rate function that included a quadratic trend. Lewis and Shedler (1976) modeled transaction-initiation times in a data base system as an NHPP with an exponential-polynomial rate function. To represent the arrival pattern for storms at an off-shore drilling site, Lee (1985) used an NHPP with an EPTF-type rate function.

The estimation procedure of Lee, Wilson, and Crawford (1991) can be applied to an NHPP with an EPTF-type rate function whether the oscillation frequency of the cyclic rate component is known or unknown. Given sample data from such a process, we compute maximum likelihood estimates of the unknown continuous parameters of the rate function using a Newton-Raphson scheme; and the degree of the polynomial component is determined by a likelihood ratio test. The success of this approach depends critically on the initial estimates the unknown continuous parameters being reasonably close to the true maximum of the associated likelihood function. If the oscillation frequency is unknown,
then an initial estimate of this parameter is obtained via spectral analysis of the observed series of events; and initial estimates of the remaining trigonometric (respectively, polynomial) parameters are computed from a standard maximum likelihood (respectively, moment-matching) procedure for an exponential-trigonometric (respectively, exponential-polynomial) rate function. Although Lee, Wilson, and Crawford (1991) reported a successful application of this estimation procedure to the storm-arrival data originally studied by Lee (1985), they did attempt an analytical or empirical evaluation of the performance of this procedure in repeated applications. In this paper we report some initial results of a large-scale, simulation-based performance evaluation of this procedure.

In our simulation experiments, we used the "piecewise thinning" algorithm of Lee, Wilson, and Crawford (1991) to generate independent replications of an NHPP with an EPTF-type rate function. The initial step in this procedure is to approximate the target rate function as closely as possible using a piecewise linear majorizing function—that is, a piecewise-linear function which provides a tight upper bound for the target rate function. At each event epoch of the target process, a series of events is generated from the majorizing function by the method of inversion; these events are then screened by a thinning (rejection) procedure so that the next interevent time for the target process is finalized when the first acceptable event is generated for the majorizing process. With this approach, the computation time can be greatly reduced in simulating a process with a complicated cyclic rate function such as an EPTF.

This paper is organized as follows. In Section 2 we summarize the procedure of Lee, Wilson, and Crawford (1991) for estimating the parameters of an EPTF-type rate function. Section 3 describes the simulation experiments used to evaluate the performance of this estimation procedure, including a brief informal description of the "piecewise thinning" algorithm. In Section 4 we summarize and discuss our experimental results. Finally in Section 5 we present our conclusions and recommendations for future work. The Appendix contains some computing formulas that are used in the estimation procedure.

2 IDENTIFICATION AND ESTIMATION OF NHPPs

An NHPP \( \{N(t): t \geq 0\} \) is a generalization of a Poisson process in which the instantaneous arrival rate \( \lambda(t) \) at time \( t \) is a nonnegative integrable function of time. The mean-value function (or the integrated rate function) of the NHPP is defined by

\[
\mu(t) \equiv E[N(t)] = \int_0^t \lambda(z) \, dz \quad \text{for all } t \geq 0.
\]

In this study, an NHPP displaying cyclic behavior is assumed to have an EPTF-type rate function. An EPTF of degree \( m \) has the form

\[
\lambda(t) = \exp\{h_\Theta(m, t)\} \quad \text{with}
\]

\[
h_\Theta(m, t) = \sum_{i=0}^m \alpha_i t^i + \gamma \sin(\omega t + \phi),
\]

where: \( \Theta = [\alpha_0, \alpha_1, \ldots, \alpha_m, \gamma, \phi, \omega] \) is the vector of unknown parameters; the first term in \( h_\Theta(m, t) \) is an ordinary polynomial function representing the general trend over time; and the second term in \( h_\Theta(m, t) \) is a periodic function representing a cyclic effect exhibited by the process. In this section we summarize the method of Lee, Wilson, and Crawford (1991) for identifying an appropriate value of \( m \) and for estimating the corresponding parameter vector \( \Theta \).

The analysis of an NHPP with a rate function of the form (1) is substantially more difficult when the oscillation frequency \( \omega \) (expressed in radians per unit time) is unknown. Although \( \omega \) is often known from prior information about the mechanism generating the events of interest, there is a large class of simulation applications for which such prior information is unavailable so that \( \omega \) must be estimated from sample data. To develop a completely general technique for modeling and simulation of an NHPP with an EPTF-type rate function, Lee, Wilson, and Crawford (1991) assumed that the oscillation frequency is unknown and must be estimated along with all of the other parameters of the rate function. If \( \omega \) is known, then we simply drop the last component of \( \Theta \) before applying the parameter estimation technique described below.

Consider a sequence of \( n \) events occurring at the epochs \( t_1 < t_2 < \cdots < t_n \) in a fixed time interval \((0, S]\) according to an NHPP with a rate function of the form (1). Then the log-likelihood function of \( \Theta \), given \( N(S) = n \) and \( t = (t_1, t_2, \ldots, t_n) \), is

\[
\ell(\Theta|n, t) = \sum_{i=0}^m \alpha_i T_i + \gamma \sum_{j=1}^n \sin(\omega t_j + \phi) - \int_0^S \exp\{h_\Theta(m, z)\} \, dz,
\]

where \( T_i = \sum_{j=1}^n t_j^i \) for \( i = 0, 1, \ldots, m \); see Cox and Lewis (1966). Strictly speaking, we observe that the degree \( m \) of the polynomial component of \( h_\Theta(m, t) \) is also an unknown parameter which could in prin-
principle be estimated along with $\Theta$ from the given sequence of events by the method of maximum likelihood. However, since $m$ is constrained to be a nonnegative integer, we cannot estimate $m$ by solving the usual likelihood equations that are applicable to continuous parameters; moreover the usual regularity conditions ensuring the asymptotic efficiency of maximum likelihood estimators do not apply to the estimation of $m$.

In view of the fundamental problems inherent in maximum likelihood estimation of the degree $m$ of the polynomial rate component, Lee, Wilson, and Crawford (1991) chose to condition the estimation of $\Theta$ on a fixed value of $m$ and then to determine the appropriate value of $m$ by a likelihood ratio test to be described later (see equation (14) and the accompanying discussion given below). Thus for a given value of $m$ where $m \geq 0$, we obtain $m + 4$ likelihood equations involving the continuous parameter vector $\Theta$.

$$\frac{\partial L(\Theta|n,t)}{\partial \alpha_i} = T_i$$

$$- \int_0^S z^i \exp \{ h_\Theta(m, z) \} \, dz = 0, \quad i = 0, 1, \ldots, m,$$

$$\frac{\partial L(\Theta|n,t)}{\partial \omega} = \sum_{j=1}^n t_j \cos(\omega t_j + \phi)$$

$$- \int_0^S z \cdot \cos(\omega z + \phi) \exp \{ h_\Theta(m, z) \} \, dz = 0,$$

$$\frac{\partial L(\Theta|n,t)}{\partial \gamma} = \sum_{j=1}^n \sin(\omega t_j + \phi)$$

$$- \int_0^S \sin(\omega z + \phi) \exp \{ h_\Theta(m, z) \} \, dz = 0,$$

$$\frac{\partial L(\Theta|n,t)}{\partial \phi} = \sum_{j=1}^n \cos(\omega t_j + \phi)$$

$$- \int_0^S \cos(\omega z + \phi) \exp \{ h_\Theta(m, z) \} \, dz = 0.$$

The solution to the system (3)-(6) of nonlinear equations can be obtained numerically, yielding the maximum likelihood estimates of the parameters. Unfortunately, general numerical techniques such as the Newton-Raphson method have proven to be unstable when they are applied to (3)-(6) outside of a fairly small neighborhood of the optimal solution.

### 2.1 Initial Parameter Estimates

If the oscillation frequency $\omega$ is unknown, then it is important to choose the initial value of $\omega$ sufficiently close to the true maximum likelihood estimate because the log-likelihood function (2) has multiple local maxima due to the trigonometric rate component. In this situation, an initial estimate of $\omega$ can be obtained from a preliminary spectral analysis of the observed series of events; see pp. 361–363 of Lewis (1970). The periodogram of a point process having cyclic behavior should display peaks in the vicinity of the corresponding frequency, even when the process also possesses a long-term evolutionary trend. Let $\omega_0$ denote either the known frequency or an initial estimate of the unknown frequency inferred from the periodogram of the observed series of event times $\{t_j : j = 1, 2, \ldots, n\}$.

We obtain the corresponding initial estimates of the amplitude $\gamma$ and the phase $\phi$ as follows. If we assume that the long-term evolutionary trend is nearly constant over the observation interval and that $\omega_0$ is the actual frequency of the cyclic component, then the rate function for the process has the exponential-trigonometric form

$$\lambda_0(t) = \exp \{ \alpha + \gamma \sin(\omega_0 t + \phi) \}$$

for all $t \in (0, S]$. Under the simplifying assumption (7), the initial estimates $\gamma_0$ and $\phi_0$ (for $\gamma$ and $\phi$ respectively) are obtained from

$$\phi_0 = \tan^{-1} \left[ \frac{A(\omega_0)}{B(\omega_0)} \right],$$

$$\gamma_0$$ is the solution of

$$\frac{1}{n_0} \sqrt{A^2(\omega_0) + B^2(\omega_0)} = \frac{I_1(\gamma_0)}{I_0(\gamma_0)}.$$ 

In (8) and (9), we define $n_0$ to be the number of events in the time interval

$$\left(0, \left[ \frac{\omega_0 S}{2\pi} \right] \right),$$

and $[z]$ represents the greatest integer $\leq z$ for all real $z$; moreover

$$A(\omega_0) \equiv \sum_{j=1}^{n_0} \cos(\omega_0 t_j), \quad B(\omega_0) \equiv \sum_{j=1}^{n_0} \sin(\omega_0 t_j),$$

and $I_u(\cdot)$ denotes a modified Bessel function of the first kind of order $u$ for $u = 0, 1$. (Note that the time interval (9) corresponding to the event count $n_0$ is generally taken to be somewhat shorter than the
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original observation interval (0, S] to ensure that $\omega_0$ is one of the frequencies included in the spectral computations. For most cases in which the evolutionary trend changes slowly over time, the estimates $\gamma_0$ and $\phi_0$ provided by (8)-(11) will be good initial values of the corresponding trigonometric parameters. Equations (46) and (48) of Lewis (1970) provide the basis for this approach to the computation of $\gamma_0$ and $\phi_0$.

To determine initial values for the coefficients $\{\alpha_k : k = 0, 1, \ldots, m\}$ of the polynomial rate component, Lee, Wilson, and Crawford (1991) used a variant of MacLean’s (1974) procedure for estimating the parameters of an exponential-polynomial rate function by moment matching. Suppose that $C(m, t) = \sum_{k=0}^{m} \alpha_k t^k$ is an ordinary polynomial function of degree $m$ whose first $m + 1$ moments over the interval (0, S] match those of $\exp\{\theta_0(m, t)\}$. Then by equation (3), we have

$$T_i = \int_0^S z^i \exp\{\theta_0(m, z)\} \, dz = \int_0^S z^i C(m, z) \, dz = \sum_{k=0}^{m} \alpha_k S^{i+k+1} \quad (12)$$

for $i = 0, 1, \ldots, m$. The values of the $\{\alpha_k\}$ can be obtained from this linear equation system by matrix inversion. Next, $h_\theta(m, t)$ can be approximated by matching its first $m + 1$ moments over the interval (0, S] with the corresponding moments of $\log[C(m, t)]$. Thus for $i = 0, 1, \ldots, m$, we have

$$\int_0^S z^i \log \left( \sum_{k=0}^{m} \alpha_k z^k \right) \, dz = \gamma M_{\text{sin}}(i, S; \omega, \phi) = \sum_{k=0}^{m} \alpha_k S^{i+k+1} \quad (13)$$

where $M_{\text{sin}}(i, S; \omega, \phi) \equiv \int_0^S z^i \sin(\omega z + \phi) \, dz$, the $i$th moment of $\sin(\omega t + \phi)$ over the interval (0, S]. Using the initial values of $\gamma$, $\omega$, and $\phi$ based on equations (7)-(11), we can evaluate the second term on the left-hand side of equation (13) from the computational formulas for $M_{\text{sin}}(i, S; \omega, \phi)$ given in the Appendix; and by using numerical integration, we can also evaluate the first term on the left-hand side of (13). A single matrix inversion for equation system (13) yields initial estimates of the $\{\alpha_k\}$. This elaborate procedure for assembling an initial estimate of the complete parameter vector $\Theta$ is designed to ensure that the $(m + 4)$-dimensional Newton-Raphson scheme for solving the full likelihood equation system (3)-(6) will start reasonably close to the true maximum of the log-likelihood function (2).

2.2 Final Parameter Estimates

Corresponding to each trial value of the degree $m$ for the fitted EPTF-type rate function, the procedure described above is used to obtain an initial estimate of the associated parameter vector $\Theta_m$; then the log-likelihood function $L_m(\Theta_m | n, t)$ is optimized by the Newton-Raphson procedure to yield the maximum likelihood estimator $\hat{\Theta}_m$. (Here the subscript "m" is used to emphasize the dependence of the subscripted quantities on the degree of the fitted EPTF.) To determine the appropriate value of $m$, Lee, Wilson, and Crawford (1991) used a likelihood ratio test (Cox and Hinkley 1974) as follows. Under the null hypothesis that $m$ is the true degree of the underlying EPTF-type rate function, the difference

$$2 \left[ L_{m+1}(\hat{\Theta}_{m+1} | n, t) - L_m(\hat{\Theta}_m | n, t) \right] \quad (14)$$

is asymptotically chi-square with 1 degree of freedom as $n \to \infty$. Successive differences of this form are evaluated, and the smallest value of $m$ yielding a nonsignificant difference (14) is taken as the degree of the fitted EPTF. The corresponding $\hat{\Theta}_m$ is taken as the final estimator of the parameters of the underlying NHPP.

2.3 Model Adequacy Checking

To perform diagnostic checking of the adequacy of the fitted NHPP, Lee, Wilson, and Crawford (1991) recommended informal visual assessment of the uniformity of the observed point process after it has been “detrended” using the final estimate of the mean-value function. Consider the observed series of event epochs $t_1 < t_2 < \cdots < t_n$ for the original process in the interval (0, S]. Let $\bar{\mu}(t)$ denote the mean-value function of the fitted NHPP corresponding to the final estimate $\hat{\Theta}_m$. If the original process $\{N(t): t \in (0, S]\}$ is in fact an NHPP whose mean value function $\mu(t)$ has been accurately estimated by $\bar{\mu}(t)$, then the detrended process $\{M(s) \equiv N[\bar{\mu}^{-1}(s)] : s \in (0, \bar{\mu}(S)]\}$ with the event epochs $\bar{s}_1 = \bar{\mu}(t_1) < \bar{s}_2 = \bar{\mu}(t_2) < \cdots < \bar{s}_n = \bar{\mu}(t_n)$ should closely approximate a homogeneous Poisson process with unit rate. Thus the detrended interevent times $\{\bar{X}_i \equiv \bar{s}_i - \bar{s}_{i-1} : i = 1, \ldots, n; \ \bar{s}_0 = 0\}$ should closely resemble a random sample from an exponential distribution with mean $1/\lambda = 1$; and this should be reflected in approximate linearity of the corresponding exponential probability plot (Hahn and Shapiro 1967, pp. 292–294). If $\{\bar{X}_i\}$ is a random sample from an ex-
ponential distribution with mean $1/\lambda$ and if $\hat{X}_{(k)}$ is the $k$th order statistic of the sample, then

$$E[\hat{X}_{(k)}] = \frac{1}{\lambda} \sum_{i=1}^{k-1} \frac{1}{n-i}$$

for $k = 1, \ldots, n$ (Feller, 1971; pp. 19–20); and in this case a plot of $\hat{X}_{(k)}$ versus $\sum_{i=0}^{k} 1/(n-i)$ should be nearly linear.

As a final visual check on the adequacy of the fitted NHPP, Lee, Wilson, and Crawford (1991) also recommended comparing the plot of the fitted mean-value function $\hat{\mu}(t)$ against the plot of the cumulative number of events $N(t)$ observed up to time $t$ for all $t \in (0, S]$. Since these visual diagnostic checks are not easily automated and currently there are no formal statistical tests for uniformity of the detrended event epochs in which the null distribution of the test statistic is known, we did not attempt to perform any diagnostic checking of the adequacy of the fitted NHPP on each replication of the estimation procedure. However, the plots given in §4 allow visual evaluation of the adequacy of the fitted rate and mean-value functions over all 100 replications of the procedure.

### 3 EXPERIMENTAL PROTOCOL

#### 3.1 Processes to be Simulated

To carry out an experimental performance evaluation for the estimation procedure detailed in §2, we simulated $K = 100$ independent replications of an NHPP with a third-degree EPTF

$$\lambda(t) = \exp \left[ \sum_{i=1}^{3} \alpha_i t^i + \gamma \sin(\omega t + \phi) \right]$$

for all $t \in (0, S]$, where the actual parameter values are displayed in Table 1. This is a variant of the process used by Lee, Wilson, and Crawford (1991) to model the arrival pattern for storms at an off-shore drilling site in the Arctic Sea. Note that the time unit is a year, and the oscillation frequency $\omega = 2\pi$ so there is exactly one cycle per year. To study both the small- and large-sample properties of the estimation procedure, we considered separately the cases in which $S = 4$ and $S = 12$.

#### 3.2 Simulation Algorithm

To generate independent replications of the target NHPP having rate function (15), we used the thinning procedure of Lewis and Shedler (1979) with the piecewise linear majorizing function

$$\lambda^*(t) = \sum_{j=1}^{r} (a_j t + b_j) I_{[L_{j-1}, L_j)}(t)$$

(16)

for all $t \in (0, S]$, where the points $L_0 \equiv 0 < L_1 < L_2 < \cdots < L_r \equiv S$ constitute a partition of $(0, S]$ and $I_{[L_{j-1}, L_j)}(t)$ is the indicator function for the $j$th subinterval $(L_{j-1}, L_j]$. Procedure `maxline()` of Lee, Wilson, and Crawford (1991) was used to determine the parameters $\{a_j, b_j, L_j\}$ of a function $\lambda^*(t)$ which majorizes the target rate function $\lambda(t)$ so that $\lambda^*(t) \geq \lambda(t)$ for all $t \in (0, S]$. Then the "piecewise thinning" procedure `nhpp()` of Lee, Wilson, and Crawford (1991) was used to simulate the target NHPP.

For completeness we provide a brief description of procedure `nhpp()`. To simplify the notation in this discussion, we will write the increment of the majorizing mean-value function over the subinterval $(t_1, t_2]$ as follows:

$$\mu^*(t_1, t_2) = \int_{t_1}^{t_2} \lambda^*(z) \, dz, \quad 0 \leq t_1 < t_2 \leq S.$$  

(17)

For the majorizing process with the rate function (16) and mean-value function (17), the cumulative distribution function of the $i$th event time $\tau^*_i$ conditioned on the value of the previous event time $\tau^*_{i-1}$ can then be expressed as

$$F_{\tau^*_i | \tau^*_{i-1}}(t) = \Pr \{ \tau^*_i \leq t | \tau^*_{i-1} \}$$

(18)

$$= \begin{cases} 0, & t < \tau^*_{i-1} \\ 1 - \exp \left\{ -\mu^*(\tau^*_{i-1}, t) \right\}, & t \geq \tau^*_i \\ \end{cases}$$

with $\tau^*_0 \equiv 0$.

Given the $(i-1)$st event time $\tau^*_{i-1}$ for the majorizing process, we generate the next event time $\tau^*_i$ for

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>3.6269</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-0.4743</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.0873</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>-0.0041</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.0592</td>
</tr>
<tr>
<td>$\phi$</td>
<td>-0.6193</td>
</tr>
<tr>
<td>$\omega$</td>
<td>6.2831</td>
</tr>
</tbody>
</table>
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this process via the method of inversion by sampling a random number \( U \), solving for \( t \) in the equation

\[
F_\tau^*(t|\tau_{i-1}^*) = U,
\]

and setting \( \tau_i^* = t \). This amounts to solving for \( \tau_i^* \) in the equation

\[
\mu^*(\tau_{i-1}^*, \tau_i^*) = -\log(1 - U). \tag{19}
\]

Suppose that the \((i - 1)\)st event time \( \tau_{i-1}^* \) falls in the \( j \)th subinterval \((L_{j-1}, L_j]\). We compute the \( i \)th event time \( \tau_i^* \) from (16)-(19) using the sampled random number \( U \) as follows. If

\[
-\log(1 - U) \leq \mu^*(\tau_{i-1}^*, L_j)
\]

so that both \( \tau_{i-1}^* \) and \( \tau_i^* \) occur in the \( j \)th subinterval, then we have

\[
\tau_i^* = \frac{-b_j + \sqrt{(a_j \tau_{i-1}^* + b_j)^2 - 2a_j \log(1 - U)}}{a_j}
\]

if \( a_j \neq 0 \); \( \tag{20} \)

and

\[
\tau_i^* = \frac{-\log(1 - U)}{b_j}
\]

if \( a_j = 0 \). \( \tag{21} \)

On the other hand, if

\[
-\log(1 - U) > \mu^*(\tau_{i-1}^*, L_j)
\]

so that \( \tau_i^* \) occurs in the \( k \)th subinterval for some \( k \geq j + 1 \), then from (16)-(19), we have

\[
\tau_i^* = \frac{-b_k + \sqrt{(a_k L_{k-1} + b_k)^2 - 2a_k [Q + \log(1 - U)]}}{a_k}
\]

if \( a_k \neq 0 \), and

\[
\tau_i^* = \frac{Q + \log(1 - U)}{b_k}
\]

if \( a_k = 0 \). \( \tag{22} \)

As the final step on each iteration of the logic of procedure \( \text{nhpp}(\cdot) \), the next event epoch \( \tau_i^* \) of the majorizing process is "thinned" with probability

\[
1 - \frac{\lambda(\tau_i^*)}{\lambda^*(\tau_i^*)}
\]

to yield the next event epoch \( \tau_i^* \) of the target process. This means that another random number \( U' \) is generated and if

\[
U' \leq \frac{\lambda(\tau_i^*)}{\lambda^*(\tau_i^*)}, \tag{24}
\]

then \( \tau_i^* \) is delivered as the next event epoch \( \tau_i \) of the target NHPP. Otherwise, \( i \) is incremented by one and the steps described in equations (19)-(24) are repeated by sampling another pair of random numbers \((U, U')\). The preceding sequence of steps is reiterated until condition (24) is satisfied.

3.3 Performance Measures

To characterize the accuracy of the approximations to the target NHPP that were obtained by the estimation procedure detailed in §2, we used several numerical and graphical techniques. On the \( k \)th replication of the estimation procedure, let \( \hat{\lambda}_k(t) \) (respectively, \( \hat{\mu}_k(t) \)) denote the estimated rate function (respectively, the estimated mean-value function). The average absolute error in the estimation of the rate function \( \lambda(t) \) on the \( k \)th replication is

\[
\delta_k \equiv \frac{1}{S} \int_0^S |\hat{\lambda}_k(t) - \lambda(t)| \, dt,
\]

and the maximum absolute error is

\[
\delta_k^* \equiv \max \left\{ |\hat{\lambda}_k(t) - \lambda(t)| : 0 \leq t \leq S \right\}
\]

for \( k = 1, \ldots, K \). We computed similar performance measures with respect to estimation of the mean-value function \( \mu(t) \):

\[
\Delta_k \equiv \frac{1}{S} \int_0^S |\hat{\mu}_k(t) - \mu(t)| \, dt
\]

and

\[
\Delta_k^* \equiv \max \left\{ |\hat{\mu}_k(t) - \mu(t)| : 0 \leq t \leq S \right\}
\]

for \( k = 1, \ldots, K \).

To provide a visual assessment of the quality of the estimates of the rate and mean-value functions, we also plotted tolerance intervals for these functions. For a fixed time \( t \in (0, S) \), let

\[
\hat{\lambda}_1(t) < \hat{\lambda}_2(t) < \cdots < \hat{\lambda}_K(t)
\]

denote the ordered estimates of \( \lambda(t) \) obtained on all \( K = 100 \) replications of the estimation procedure. Then we have the following approximate 100\((1 - \beta)\)% tolerance interval for the quantity \( \lambda(t) \) when \( t \in (0, S) \):

\[
\left[ \hat{\lambda}_{\lfloor (K\beta/2) \rfloor + 1}(t), \hat{\lambda}_{\lfloor (K(1-\beta)/2) \rfloor + 1}(t) \right], \quad \tag{25}
\]

where \( \lfloor z \rfloor \) denotes the greatest integer strictly less than \( z \). Thus in particular when \( K = 100 \) and \( \beta = 0.10 \), the 90% tolerance interval for \( \lambda(t) \) at a single fixed time \( t \in (0, S) \) is \( \left[ \hat{\lambda}_{45}(t), \hat{\lambda}_{95}(t) \right] \). Similarly we obtained tolerance intervals for the mean-value function \( \mu(t) \) at an arbitrary fixed time \( t \in (0, S) \). By superimposing plots of true rate function and the
corresponding the upper and lower tolerance limits in (25), we get an overview of the accuracy of the estimation procedure. Similar remarks apply to the mean value function.

The estimation procedure detailed in §2 and the simulation algorithm discussed in §3.2 have been implemented in portable FORTRAN 77 subprograms which are in the public domain and are available upon request. These subprograms make extensive use of NETLIB routines (Dongarra and Grosse 1987) and the portable random number generator UNIF() of Bratley, Fox, and Schrage (1987). For all of the experiments reported in the next section, we used a significance level of 10% in the likelihood ratio test (14) to determine the degree of the polynomial rate component.

4 EXPERIMENTAL RESULTS

First we consider the “small-sample” results for the case in which \( S = 4 \) so that the cyclic behavior in the target arrival process can only be observed for four cycles. On each replication of the estimation procedure, the number of observations \( n \) is Poisson distributed with mean \( \mu(S) = 118.51 \). Table 2 summarizes the results for this case.

Figures 1 and 2 display 90% tolerance intervals for the rate function and the mean value function in the case that \( S = 4 \). The results presented in Table 1 taken in conjunction with the tolerance intervals in Figures 1 and 2 provide some evidence of the ability of the estimation procedure to accurately estimate the NHPP having rate function (12) based on small to moderate sample sizes.

Next we consider the “large-sample” results for the case \( S = 12 \) so that the cyclic behavior of the target process can be observed for twelve cycles. Table 3 summarizes the results for this case. On each replication of the estimation procedure, the number of observations \( n \) is Poisson distributed with mean \( \mu(S) = 405.5 \). Although the sample mean of the

<table>
<thead>
<tr>
<th>( \lambda(t) )</th>
<th>( \mu(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Set</td>
<td>( {\delta_i} )</td>
</tr>
<tr>
<td>Mean</td>
<td>5.03</td>
</tr>
<tr>
<td>Std Dev</td>
<td>1.58</td>
</tr>
<tr>
<td>Min</td>
<td>2.24</td>
</tr>
<tr>
<td>Max</td>
<td>8.96</td>
</tr>
</tbody>
</table>

Figure 1: 90% Tolerance Intervals for \( \lambda(t), t \in (0, S) \), when \( S = 4 \)

Figure 2: 90% Tolerance Intervals for \( \mu(t), t \in (0, S) \), when \( S = 4 \)
Table 3: Statistics Describing the Errors in Estimating $\lambda(t)$ and $\mu(t)$ for $t \in (0, S]$ when $S = 12$

<table>
<thead>
<tr>
<th>Data Set</th>
<th>${\xi_k}$</th>
<th>${\xi^*_k}$</th>
<th>${\Delta_k}$</th>
<th>${\Delta^*_k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.99</td>
<td>21.52</td>
<td>10.21</td>
<td>20.46</td>
</tr>
<tr>
<td>Std Dev</td>
<td>1.63</td>
<td>9.60</td>
<td>6.48</td>
<td>11.13</td>
</tr>
<tr>
<td>Min</td>
<td>1.05</td>
<td>4.78</td>
<td>1.74</td>
<td>4.47</td>
</tr>
<tr>
<td>Max</td>
<td>8.37</td>
<td>54.57</td>
<td>31.17</td>
<td>55.25</td>
</tr>
</tbody>
</table>

maximum absolute estimation errors $\{\xi^*_k\}$ is roughly the same for the small-sample case as for the large-sample case, we also observe that the sample mean of the time-averaged absolute estimation errors $\{\xi_k\}$ declines by about 20% in the latter case. Figures 3–5 depict this phenomenon graphically—although the estimation errors remain relatively stable in magnitude within a small neighborhood of each local minimum and maximum of the underlying rate function, everywhere else the estimation errors decline in magnitude as the size of the data set increases.

5 CONCLUSIONS AND RECOMMENDATIONS

It is generally difficult to characterize periodic behavior in nonstationary point processes. In our ex-
experience, an NHPP whose rate function includes a long-term trend or a cyclic rate component can be adequately modeled with an EPTF-type rate function. Moreover, the parameters of an EPTF-type rate function can be estimated efficiently by (a) using a likelihood ratio test to identify the degree of the polynomial rate component; and (b) solving the usual likelihood equations to derive the maximum likelihood estimates of the continuous parameters of the rate function. The scheme for obtaining initial parameter estimates using equations (7)-(13) has been found to work reliably in practice. In our experience, the Newton-Raphson scheme for solving the likelihood equations (3)-(6) requires much more computing time than the scheme for determining the initial parameter estimates; and yet the Newton-Raphson scheme often yields relatively little additional improvement in the accuracy of the fit. Thus the scheme for determining initial parameter estimates may be used as a "quick" method for fitting a sample data set using an NHPP with an EPTF-type rate function.

An NHPP with an EPTF-type rate function can be generated exactly and efficiently by the piecewise thinning algorithm nhpp() of Lee, Wilson, and Crawford (1991). The supplemental procedure maxline() provides a piecewise linear majorizing function which is close enough to the original rate function to achieve high efficiency. To facilitate the use of the statistical-estimation and simulation procedures discussed in this paper, we have implemented all of these procedures in portable, public-domain subprograms written in FORTRAN 77.

The experimental performance evaluation reported in this paper is the first step in a more comprehensive Monte Carlo study of the estimation procedure of Lee, Wilson, and Crawford (1991). To support truly general conclusions about the performance of the estimation procedure, we must experiment with a much broader diversity of NHPPs whose rate functions exhibit different types of periodic behavior or evolutionary trends. We also need to examine situations in which the oscillation frequency is unknown and must be estimated. Finally, we need to test the estimation procedure using NHPPs with non-EPTF-type rate functions. On the basis of the preliminary results reported in this paper, there is some reason to believe that satisfactory performance can be expected in a wide range of input-modeling applications.

Several extensions of the estimation procedure should also be considered. Of particular interest is the case of an NHPP whose rate function exhibits multiple periodicities. Issues of numerical stability should also be investigated. Although we have developed special computation techniques to avoid numerical problems in the estimation procedure, it is unclear whether these techniques are absolutely necessary or whether these techniques can be made substantially faster.
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APPENDIX

If $k = 0$, then we have

$$M_{\sin}(0, S; \omega, \phi) = \frac{\cos(\phi) - \cos(\omega S + \phi)}{\omega}.$$  

If $k > 0$, then repeated integration by parts yields

$$M_{\sin}(k, S; \omega, \phi) =$$

$$\cos(\omega S + \phi) \sum_{r=0}^{[k/2]} \frac{(-1)^{r+1} k! S^{k-2r}}{(k - 2r)! \omega^{2r+1}}$$

$$+ \sin(\omega S + \phi) \sum_{r=0}^{[k-1/2]} \frac{(-1)^r k! S^{k-2r-1}}{(k - 2r - 1)! \omega^{2r+2}}$$

$$- (-1)^{[k-1/2]} \frac{k!}{\omega^{k+1}} R_k,$$

(A-2)

where $[z]$ represents the greatest integer $\leq z$ and

$$R_k = \begin{cases} 
\cos(\phi) & \text{if } k \text{ is even} \\
\sin(\phi) & \text{if } k \text{ is odd} 
\end{cases}.$$  

(A-3)

Note that (A-1) and (A-3) correct analogous formulas given in Lee, Wilson, and Crawford (1991).
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