ABSTRACT

This paper compares four production control policies in terms of their robustness against random disturbances such as machine failures and demand fluctuations. A simulation model based on a VLSI wafer fabrication facility is used to test the performance of the policies. Several criteria including average total WIP, average backlog, and a cost function that is a combination of the above two are used to measure the performance.

1 INTRODUCTION

Robustness is one of the most important criteria when different production control policies are compared. Although a definition of a robust control policy, that is generally agreed upon, does not exist, we would like to define it as a policy that performs well when environmental conditions or system parameters are undergoing relatively large changes. More specifically, a robust production control policy should meet at least the following two requirements. First, it should perform well in presence of random disturbances, such as machine failures, random rework, demand fluctuations, etc. By good performance, we mean the system output should closely follow the production plan while keeping a low Work-In-Progress (WIP). Note that the production plan may be subject to abrupt changes due to unforeseen factors such as demand variations. When the production plan changes, the robust policy should swiftly adjust the production process so that the discrepancy between the actual output and the planned output can be kept as small as possible. Second, it should not be designed only for a set of fixed parameters. Rather, its performance should remain adequate when system parameters, such as machine capacities while fully operational, machine repair rates, buffer sizes, etc., change. It is this definition of robustness that forms the basis for our comparisons of various production control policies.

The production systems considered in this paper have the following two features. First is that of mass production. That is, they produce a large number of products but a small number of product types. Under the mass production environment, one does not have to keep track of individual parts. Instead, one uses production rates and inventory/backlog levels to measure system performance. The second feature of the production systems considered in this paper is that they have sufficient average capacity in relation to average demand. That is, they can meet the production plans in the long run, even though from time to time they may produce less or more than what the production plans require. Therefore, our goal is not to compare the throughput rates resulting from different policies (excess production is not desirable either), but to examine how well they follow the production plans and how well they adjust themselves when the plans change.

We use three different measures of performance in this paper. The first two are average WIP and average backlog levels over time. The third is the weighted average cost with weights associated with average inventory levels at different production stages and with the average backlog level at the last (output) stage. Note that the inventory at a production stage is the inventory in the buffer following that stage plus the parts being processed in that stage. Inventories at different stages are, therefore, the inventories of intermediate goods and of finished products.

The control policies considered in this paper are WIP Control (WC), which is essentially a Kanban System (Suzaki 1987), Uniform-Loading (UL), WIP-To-Bottleneck Control (WB), and Two-Boundary Control (TB). The WIP Control policy sets a WIP threshold level for each part type at each stage. If there is only one part type and its WIP in that stage is lower than the threshold level, only then may we load additional parts. The UL policy is a simple open-loop control policy which uniformly loads parts.
into the production system at the beginning of each week. The WB policy identifies the bottleneck of the system and sets a threshold level for the total WIP from the first work station to the bottleneck work station. Finally, the TB policy features two threshold levels, called WIP threshold and surplus threshold for each part type at each stage. One controls the WIP level as in the WIP control policy; the other controls the so-called surplus level, which is the difference between the actual and the planned productions. Only when both WIP and surplus levels are less than their corresponding thresholds may new parts be loaded.

There is a variety of production systems on which the above policies could be tested. We have selected a simplified model (See Fig. 1) derived from a semiconductor wafer fabrication facility. It involves unreliable machines, fluctuating demands, unstable yield, and a so-called re-entrant process. In our wafer fabrication model, each wafer needs to be processed in Stepper, (photolithography station), a key work station 5 times. Between two consecutive entries into the Stepper, wafers have to be processed in other work stations as well. This process is called the re-entrant process. Owing to the special features of the wafer fabrication, a so-called hub-centered approach, discussed in detail in Section 3, will be utilized.

Simulations are conducted to evaluate system performance. Simulation results show that the performance of the TB policy is the most robust of all. In particular, we have the following results:

1. If the demand rate changes abruptly, e.g., a sudden surge or an unexpected reduction in demand occurs, then only the TB policy performs reasonably well. The WC and WB would react slowly to a demand surge, if a set of relatively low threshold values were selected. On the other hand, if a set of relatively high threshold values were used, then while it would follow demand surge promptly, it would also result in a high steady state WIP level.

2. The performance of the TB policy is the most robust of all when system parameters such as machine capacities change.

3. The UL policy results in a periodically fluctuating surplus and WIP levels.

The rest of the paper is organized as follows. We review the related literature in the next section. In Section 3, we specify control policies applied in this study. Simulation results are presented in Section

---

1Wafers are slices of silicon crystals on which semiconductor devices are built.
4. Finally, the paper is concluded in Section 5 with some remarks.

2 REVIEW OF THE LITERATURE

As described in Section 1, we use a wafer fabrication model to test the robustness of various control policies. Wafer fabrication planning and control is a complicated task due to the large number of wafers and machines involved. It is further exacerbated by the presence of a re-entrant process and random disturbances such as machine breakdown and random yields. Recently, several papers have been devoted to the study of production control of such facilities. Burman et al. (1986) use a simulation model to estimate WIP, the cycle time, and the production rate. Dayhoff and Atheron (1984) describe the dynamics of wafer movement and identify several problems that can be analyzed by discrete event simulation. Chen et al. (1986) present a class of queuing network models for the analysis of wafer fabrication facilities. Wein (1988) uses a Brownian network model to analyze different input control policies. He observes that the job release order plays a more important role in reducing cycle time than do the dispatching rules. Glassey et al. (1986) (1988) propose a starvation avoidance policy, which consists of an SRPT (shortest remaining process time) priority rule and an SA (starvation avoidance) rule to have the bottleneck machine produce as much as possible. Lou et al. (1989a) propose a shop floor control strategy known as the "two boundary control" policy. In their recent paper (Lou and Kager, 1989b), simulation results show that this strategy obtains a good performance in a shop with 16-jobs steps. Mozumder et al. (1986a) (1988b) describe a computer-aided manufacturing system which performs some of the on-line and off-line controls based on the current information and prior knowledge. The Kanban system concept is also being proposed for use in the semiconductor manufacturing facilities (Cory et al. 1986, Martin et al. 1989).

3 SPECIFICATION OF POLICIES

This paper employs the "hub-centered control" concept and compare four different control policies in terms of their robustness against random disturbances and parameter changes. Two such disturbances, machine breakdowns and uncertain demands, are modeled in this paper. The demand rate, which is defined as the number of lots produced per shift, is constant for each part type except for abrupt changes from time to time. Machine breakdowns are assumed to be Poisson and the machine repairs follow an exponential distribution. The rate at which demand changes is much smaller than the rate of machine breakdown and repair. In the 2,000 hour simulation time (roughly 20 working weeks), there occurs only 3 demand rate changes in contrast to individual machines breaking down and getting repaired between 20 to 100 times, on average.

To explain our control policies, let us consider an N-stage production system processing one part type. Denote the WIP level and surplus level at stage i as b_i and s_i respectively.

**WC Policy:** For stage i, we define a threshold level h_{bi}. If b_i(t) < h_{bi}, then we load parts into the stage, provided there are finished parts from the previous stage. If the WIP level at that stage is too high, i.e., b_i(t) ≥ h_{bi}, then we don't load parts, leaving the machine idle. Note, that h_{bi} can be interpreted as the total number of Kanbans of stage i in a Kanban system.

**WB Policy:** Suppose that stage j has been identified as the bottleneck stage. Then we compute the total WIP before the bottleneck stage and compare it with a predetermined threshold level h_{WB}, i.e., we load parts into the system if and only if

\[ \sum_{i=1}^{j-1} b_i(t) < h_{WB}. \]

**TB Policy:** For stage i, we compare b_i(t) and s_i(t) with two predetermined thresholds h_{bi} and h_{si}. We load parts into the stage only if b_i(t) < h_{bi} and s_i(t) < h_{si}. Intuitively, the relation s_i ≥ h_{si} means that our cumulative production at stage i is sufficient, and b_i(t) ≥ h_{bi}, implies that the inventory level at stage i is too high. In both cases, it is clear suggest that extra production would cause unnecessary WIP.

An actual production system is much more complex than the above-mentioned N-stage system. Multiple products and multiple entries into the hub machine, e.g. stepper, have to be considered. We then use the so-called "Hub-Centered" Control introduced in Lou et al. (1990). The idea is that only the part release (the loading of parts into the first stage of the system) and part dispatch of the hub—the photolithography cell—should be controlled, all other work cells can then be governed simply by FIFO (first-in-first-out) rule.

To resolve the conflicts among parts of different types and different entries, we design a set of

\[ \text{See Sethi and Zhang (1991) for a theory of hierarchical control for such manufacturing systems with events occurring at different time scales.} \]

\[ \text{For multi-part-type systems presented in the next section, we switch to some other part type that has a lower WIP level.} \]
weights and compare the weighted differences between the WIP and surplus levels and their corresponding threshold levels. 

**Remark:** The TB policy is motivated by the analysis of a tandem two-machine system with unreliable machines (Ryzin, et al. (1991). The results suggest that the two-boundary control policy is a good approximation to the optimal policy. In the next section, we describe a more complex reentrant multistage production system with two part types. This is the system that we use for testing our policies. It should be noted that even though our system is more complex than those described in this section, the various control policies for it can be formulated as straightforward extension of policies described above for the N-stage serial system.

4 SIMULATION RESULTS

A number of simulations is performed to compare the four control policies described earlier on a simplified wafer fabrication system consisting of nine unreliable workstations. These workstations have an exponentially distributed up and down times defined by the parameters presented in Table 1 below. The numbers are derived from an actual wafer fabrication facility. The capacities, however, are multiples of real capacities for reasons of confidentiality.

<table>
<thead>
<tr>
<th>Station name</th>
<th>Ave. down time</th>
<th>Ave. up time</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>poly etcher</td>
<td>7</td>
<td>44</td>
<td>3</td>
</tr>
<tr>
<td>reox</td>
<td>6</td>
<td>115</td>
<td>5</td>
</tr>
<tr>
<td>stepper</td>
<td>3</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>implanter</td>
<td>5</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>lto 1 dep</td>
<td>21</td>
<td>74</td>
<td>8</td>
</tr>
<tr>
<td>contact etcher</td>
<td>10</td>
<td>51</td>
<td>28</td>
</tr>
<tr>
<td>metal dep</td>
<td>5</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>metal etcher</td>
<td>6</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>lto 2 dep</td>
<td>11</td>
<td>77</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 1. Facility parameters

Simulations are performed on a DEC-RISC machine and an event-driven simulator designed for job shop production is used. Simulation runs are all started with an empty fab where machines are up and idle. The time horizon for each simulation run is 2000 time units representing a 20-week period. As stated earlier, each process step is assigned a cost coefficient $c_i$. We use $c_1 = 1.0$ and $c_i = 1.0 + 0.2(i - 1)$, $1 \leq i \leq 15$ to reflect the fact that inventory costs are higher at the later stages of the production process. For the last stage ($i = 16$), $c_{16} = 4.0$ and $c_{16} = 10.0$ are used for inventory and backlog costs, respectively.

In the rest of this section, we use two groups of simulation experiments to compare the four control policies. In the first group, we plot the average of the 100 trajectories for the total WIP, the summation of the WIP levels of the nine work stations, and the average trajectories for surplus at the last stage. Recall that a negative surplus level at the last stage implies that the cumulative production of the job shop is less than what the production plan requires. A good policy should provide trajectories that have both small positive surplus and WIP levels.

In the second group of simulations, we compute Average Total WIP (ATW), Average Backlog (AB), and Average Total Cost (ATC) over the 2,000 hour time horizon. We then plot ATW, AB, and ATC as functions of the utilization ratio, which is defined as the ratio of the demand rate and the system capacity (we actually use the capacity of the bottleneck work cell– Stepper—as the system capacity). A robust policy should provide trajectories that have both small positive surplus and WIP levels.

4.1 WIP And Surplus Trajectories

Before we present the average trajectories, we first show the ATCs and their confidence intervals (at a level of 95%) for these four policies in Table 2.

Now let us look at the average trajectories. Figs. 2 and 3 show surplus and average WIP trajectories for a constant demand rate.

In the first period of the experiment (from $t = 0$ to $t = 500$), TB, WB, and WC policies outperform UL (see Fig. 2, where the average surplus trajectories of the last work center are plotted for different policies.). Their surplus levels become non-negative after a while, i.e., they catch up with the production plan, while that associated with UL does not. At the beginning of the experiment, all workstations have negative surplus levels and very small inventory levels. Therefore, only the local inventory thresholds are active for TB and WC policies. If these threshold values are large enough (we will discuss the impact of these values shortly), parts are pumped into the system in order to catch up with the production

<table>
<thead>
<tr>
<th>Policies</th>
<th>TB</th>
<th>WC</th>
<th>WB</th>
<th>UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATC</td>
<td>$607.75 \pm 2.72$</td>
<td>$1323.1 \pm 20.15$</td>
<td>$946.83 \pm 15.35$</td>
<td>$1234.96 \pm 7.54$</td>
</tr>
</tbody>
</table>

Table 2. Average costs for different policies.
Robustness of Production Control Policies

Another important parameter is the WIP of the whole job shop. In Fig. 3, we plot the average WIP trajectories under the four policies. The trajectories of TB and WC are relatively stable. The WB policy does not control the WIP level of the whole job shop directly; it only controls the WIP level up to the bottleneck work center. Since we assume that the job shop has sufficient capacity, its WIP level becomes very high.

To compare TB and WC, let us see Figs. 2(a) and 3(a). While the WC policy provides a WIP level which is about 40% higher than that of TB in the second period, it also has difficulty to catch up with the production plan in the first period. If we raise the threshold levels for WC, as shown in Fig. 4, where two sets of curves corresponding to two sets of threshold levels are plotted, this catching up process can be accelerated, but the WIP level will be even higher. The reason for TB to out perform the other policies is the presence of two sets of threshold levels.
In the first period, as we stated before, the surplus levels of different stages are negative, therefore only the $h_{kj}$ are active, and their values are high. Thus, in the first period, a large amount of parts are pumped into the system. In the second period, the surplus thresholds become active, and thus restricting the growth of the WIP levels.

To test the system behavior against demand changes, we first decrease the demand rate by 50% at 1300 hours and then increase it to its original value at 1600 hours. As before, 100 simulation runs are performed for each policy. Average costs, their corresponding confidence intervals, and the cost changes relative to that presented in Table 2 are listed in Table 3. We see from this table that the influence of the demand fluctuation on TB is negligible. The average trajectories are presented in Figs. 5 and 6. It can be seen that the demand reduction between 1300 and 1600 hours results in an increase of WIP levels. While the increase is moderate for TB and WC, it is substantial for WB and UL. This is because both TB and WC use a feedback control mechanism, which automatically adjust the WIP to a prespecified level.

4.2 Performance Changes With Respect To Changes In The Utilization ratio

The next set of simulations runs shown in Fig. 7 is designed to test the system performance against the changes in the utilization ratio. It should be noted that they are performed under a constant demand rate.

Figs. 7(a) and (b) show how ATW and AB change, respectively, when utilization ratio changes. It can be easily seen that when the system capacity is high (corresponding to a low utilization ratio), the WIP levels are high and backlog levels are low for WC and WB policies. However, when the utilization ratio becomes high, even though their WIP levels are reduced, the backlog levels increase sharply. In contrast to WC and WB, TB keeps relatively stable and low WIP and backlog levels. The increase in the backlog level is moderate when the utilization ratio increases. The UL policy always has a high backlog level.

<table>
<thead>
<tr>
<th>Policies</th>
<th>TB</th>
<th>WC</th>
<th>WB</th>
<th>UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>604.52 ± 3.40</td>
<td>1403.44 ± 17.93</td>
<td>1276.15 ± 15.24</td>
<td>1166.78 ± 6.22</td>
</tr>
<tr>
<td>Cost change</td>
<td>0.53%</td>
<td>6.08%</td>
<td>34.81%</td>
<td>5.67%</td>
</tr>
</tbody>
</table>

Table 3. Average cost when demand rate is changing.
Figure 5: Surplus trajectories with demand change

Figure 6: Average WIP trajectory with demand change
The ATC curves are plotted in Fig. 7(c). The result is similar to what we have just discussed. Once again, TB exhibits the best performance.

5 CONCLUSION

In this paper, we use simulation to compare the performance of four different production policies. Our findings support that the TB policy is the most robust of all when random interference, such as machine breakdowns and demand variations, exists. The WC policy (i.e., the Kanban system), outperforms WB and UL policies. Since the WB policy does not directly control the system WIP, it relies on the system capacity. If the system capacity is relatively high, the WIP level can be out of control. Finally, the UL policy always presents a backlog. Both its WIP and backlog exhibit high variability.
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