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1. INTRODUCTION

Two basic approaches to parallel discrete event simulation based on model decomposition have evolved: conservative [Misra 1986] and optimistic [Jefferson 1985]. Recently many variants of these two approaches have been proposed in the literature. These variants try to use model specific knowledge to achieve maximum speed up. Their success should be measured by comparing the speed up actually achieved with the possible speed up for a given model, where possible speed up is the least upper bound on the amount of speed up that is possible in a given model.

To date, two methods have been suggested for estimating the possible speed up for a given model. The first method [Berry and Jefferson 1985] employs a critical path analysis of a trace from a given simulation. In the second method [Wagner and Lazowska 1989], the network of logical processes is viewed as a queueing network model. This queueing network model is then analytically solved.

Berry (1986) demonstrated that the first approach can underestimate the possible speed up. The second approach is limited in scope since queueing network models are analytically tractable only for a limited class of models.

In this paper we describe a new event based approach to estimate possible speed up which is similar to Berry and Jefferson's. This new approach can give a better estimate of the possible speed up than Berry and Jefferson's method. We also describe a software system to estimate the possible speed up based on this new approach.

2. AN EXAMPLE OF THE NEW EVENT BASED APPROACH

We adopt the event world view [Zeigler 1976] in modelling the behavior of a system in this paper. In this world view the behavior of a system is described by specifying a set of 'event types' and then describing how occurrences of one event type may lead to occurrences of other event types. In the subsequent discussion we distinguish between an event type 'e', and an occurrence of event type e at time t. The latter will be referred to as an instance of event type e and will be denoted by the tuple (e,t). (This notation assumes that multiple instances of the same event type do not occur at the same time.)

To illustrate our method we use the following example of three interacting objects. This example is similar to the one presented by Berry. Consider a physical system comprised of three objects 0, 0', and 0". Each of these objects has an internal counter, i.e. object 0 has an internal counter \( C_i \), and \( C_i \) is initialized to some numeric value. These objects interact by sending messages. An object can send a message to itself. A message is one of two types - True or False. A True message carries an instruction which is either Increment or Square.

An object does not do anything when it receives a False message. When an object \( 0_i \) receives a True message it takes the following actions \( A_i, A_i' \) and \( A_i' \):

\[ A_1: \begin{align*}
& \text{If the instruction is Increment then the object increments its counter by 1, i.e.} \\
& \quad C_i = C_i + 1. \\
& \text{If the instruction is Square then the object squares its counter, i.e.} \\
& \quad C_i = C_i^2.
\end{align*} \]

\[ A_2: \text{The following probabilistic decisions are made:} \]

i) Whether or not to send new messages.
ii) If new messages are to be sent, then how many of them are to be sent.
iii) Where these messages are to be sent.
iv) Contents of these messages, i.e. True/False and Increment/Square.

\[ A_3: \text{Send the messages decided on in A2.} \]

Actions \( A_1, A_2 \) and \( A_3 \) are instantaneous, i.e. the receipt of a True message and the completion of actions \( A_1, A_2 \) and \( A_3 \) triggered by this message take place at the same instant of time. The delay between the time a message is sent and the time it is received is a random variable.

Since the receipt of a message by an object and the completion of resulting actions taken by the receiving object occur at the same instant of time, one can consider the receipt and resulting actions
as a single event. It is therefore possible to describe the behavior of the above physical system in terms of the following six event types:

\[ e_t^i, \ i=1,2,3 : \text{Receipt of True message by object } O_i, \text{ and completion of resulting actions } A_1, A_2, \text{ and } A_3. \]

\[ e_f^i, \ i=1,2,3 : \text{Receipt of a False message by object } O_i. \] (Note that there is no resulting action.)

Now consider a simulation of the three object physical system. The simulation generated the behavior shown in Table 1. Using the six event types defined above and our convention of denoting an instance of event type \( e \) at time \( t \) by the tuple \((e,t)\), we can say that the following event instances occurred during the simulation:

\[
\begin{align*}
\text{Table 1: Messages for Example in Section 2} \\
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{Message ID} & \text{Object} & \text{Received Message} & \text{Sent Message} \\
\hline
1 & 0_1 & 0 & \text{True} & \text{Increment} & 0_2 & 1 & \text{False} \\
2 & 0_2 & 1 & \text{False} & \text{——} & \text{——} & \text{——} & \text{——} \\
3 & 0_3 & 1 & \text{True} & \text{Square} & 0_2 & 4.5 & \text{True} & \text{Increment} \\
4 & 0_1 & 1 & \text{True} & \text{——} & \text{——} & \text{——} & \text{——} \\
5 & 0_2 & 2 & \text{True} & \text{Increment} & \text{——} & \text{——} & \text{——} & \text{——} \\
6 & 0_3 & 2 & \text{True} & \text{Square} & 0_1 & 3 & \text{True} & \text{Square} \\
7 & 0_1 & 3 & \text{True} & \text{Square} & 0_2 & 4 & \text{False} & \text{——} \\
8 & 0_2 & 4 & \text{False} & \text{——} & \text{——} & \text{——} & \text{——} \\
9 & 0_3 & 4.5 & \text{True} & \text{Increment} & 0_2 & 5.5 & \text{True} & \text{Increment} \\
10 & 0_2 & 5.5 & \text{True} & \text{Increment} & 0_3 & 6 & \text{True} & \text{Increment} \\
11 & 0_3 & 6 & \text{True} & \text{Increment} & 0_3 & 7 & \text{False} & \text{——} \\
12 & 0_2 & 7 & \text{False} & \text{——} & \text{——} & \text{——} & \text{——} \\
\end{array}
\end{align*}
\]

In a sequential simulation these event instances are processed in order of their time of occurrence, e.g. \((e_{t_1},0)\) must be processed before \((e_{f_2},1)\), etc. Event instances having the same time of occurrence, e.g. \((e_{t_2},1), (e_{t_3},1), (e_{t_4},1)\), etc. must be processed in an order prescribed by the modeller whenever the order of processing matters. Otherwise they can be processed in any order.

A parallel simulation does not follow the above order of processing of event instances. However, some other (weaker) ordering constraints need to be observed to guarantee correctness of the simulation. It is obvious that \((e_{t_1},0)\) must be processed before \((e_{t_1},1)\) since the former causes (schedules) the latter. Therefore our first constraint on the ordering in which event instances are processed is that if event instance \((e_{t_1},t_1)\) schedules event instance \((e_{s_1},t_2)\), \(t_2 \geq t_1\), then \((e_{t_1},t_1)\) must be processed before \((e_{s_1},t_2)\). Constraints of this type will be referred to as scheduling constraints.

It is noted that this is identical to sequential constraint 2 in Berry and Jefferson. Figure 1 shows the scheduling constraints imposed on the processing of the event instances in (1). Nodes in Figure 1 represent event instances and there is a directed arc from \((e_{t_1},t_1)\) to \((e_{s_1},t_2)\) if and only if \((e_{t_1},t_1)\) schedules \((e_{s_1},t_2)\).
What other constraints do we need to impose on the order of the processing of event instances? Assume for example that \( C_0 \) is initialized to 1 (i.e., the counter of object 0 is initialized to 1 at the start of the simulation). It is evident that to obtain the correct value of \( C_0 \) at the end of simulation one must impose the order of processing \((et_1,1) \rightarrow (et_2,2) \rightarrow (et_3,6)\). We shall use the term 'safety constraints' to denote the constraints of this type. Constraints on the order of processing of event instances required by the safety constraints and not by the scheduling constraints are added as dotted arcs to the graph in Figure 1. The resultant graph is shown in Figure 2.

We shall use the term Constrained Execution Graph (CEG) to describe graphs like Figure 2. In a CEG nodes denote event instances and directed arcs denote constraints on the order of processing of events (in this example scheduling and safety constraints).

After a CEG has been constructed, an estimate for the possible speed up can be made in the following way:

1) Assume a constant processing time for each event instances (= \( t_e \), say) and assign the weight \( t_e \) to each node in the CEG representing the computation time for that node. Also assign a zero weight to each arc in the CEG.

2) Estimate the execution time for a sequential simulation as \( T_{seq} = Nt_e \), where \( N = \) total number of nodes in the CEG.

3) The weight of the longest weighted path (the critical path) through the CEG is an estimate for the minimum parallel simulation time \( T_{par} \) \( [\text{Barry and Jefferson}]\). The critical path and its weight can be found by many standard algorithms \( \text{[Even (1979)]} \).

4) An estimate for the maximum speed up \( Su \) is given by \( Su = T_{seq} / T_{par} \).

It is easily seen from Figure 2 that for the three object example \( T_{seq} = 12t_e \). The critical path in Figure 2 is \((et_1,0) \rightarrow (et_3,1) \rightarrow (et_2,4.5) + (et_2,5.5) + (et_3,6) \rightarrow (et_3,7)\) and has a weight equal to \( 6t_e \). Therefore \( T_{par} = 6t_e \) and our estimate for possible speed up is \( Su = 12t_e / 6t_e = 2 \).

3. SAFETY CONSTRAINTS

In the last section we described a method for estimating the possible speed up that can be achieved by parallelizing a particular simulation. To automate this method we need a general method for developing safety constraints. That is, we need a method for finding constraints on the order of simulation of event instances that will ensure the correctness of the simulation. Note that the weaker these constraints are, (that is, the fewer constraints that exist) the greater the estimate of the possible speed up. We will assume that it is computationally infeasible to decide for each pair of event instances whether a safety constraint is necessary. Instead, we will consider ways of
3.1. Safety Constraints Based on Event Types

Event instances can first be classified according to their event types and then pairs of event types can be identified that "interfere" with one another. Whenever two event instances belong to types that interfere with one another, a safety constraint can be defined between those two event instances.

It is easy to determine when two event types interfere with one another (Cota and Sargent 1989). Suppose X is a state variable (Zeigler). X is an input variable of event type e if the effect of processing some instance of e depends on any way on the value of X. If the processing of some instance of e changes the value of X, then X is an output variable of event type e. Two event types, e1 and e2, are said to interfere with one another if there is a state variable that is an output variable of e1 and is either an input variable or an output variable of e2 or vice versa. For example, it is easy to see that in section 2, et1 interferes with et2. Thus et1 interferes with itself.

It is not always necessary for a CEG to contain an edge between two event instances whenever those two instances belong to types that interfere with one another (e.g. there is no edge between (et1,1) and (et3,6) in Figure 2, even though et2 interferes with itself). Whenever every arc in a CEG has equal weight (possibly zero) it is unnecessary to have an arc between nodes (e,t) and (e',t') if there already exists a path from (e,t) to (e',t'). This simplifies the CEG and the critical path computation without affecting the weight of the critical path.

3.2. Safety Constraints Based on Objects

An alternate classification of event instances is used by Berry and Jefferson to study object oriented simulations. Here a system is modelled as a collection of "objects", and each event instance in a simulation is associated with exactly one object. Every state variable is also associated with exactly one object and an event instance associated with a particular object can only access state variables that are associated with that object. However, it can schedule other event instances associated with different objects. To ensure the correctness of the simulation under these circumstances it is sufficient to ensure that any two event instances associated with the same object are simulated in correct order. That is, it is sufficient to ensure that whenever two event instances are associated with the same object, the earlier of the two instances is processed before the later of the two. Thus, event instances are classified according to the objects with which they are associated, and safety constraints are defined between all event instances belonging to the same class.

Note that the classification of event instances based on event types gives a strictly finer classification of event instances than the classification based on objects. That is, the set of event instances associated with a particular object can be partitioned into a number of event types, so that it is possible to weaken the safety constraints based on objects and obtain a better estimate on possible speed up.

Consider for example the physical system described in section 2 which consists of three objects o1, o2, and o3. Behavior of individual objects can be described by the following event types: o1: e1, e3, o2: e4, e5, and o3: et1, et2, et3. Figure 3 shows the CEG for event instances in (1) using safety constraints based on object decomposition. Scheduling constraints are the same as in Figure 2 but safety constraints are based on objects as discussed here.

Assigning, as in section 2, a weight 't' to each node in Figure 3 (and zero weight to each arc), one can easily calculate the maximum weighted path (critical path) which in this case is (et1,0) → (et1,1) → (et1,2) → (et3,3) → (ef2,4) → (et4,5) → (et5,5) → (et6,6) → (et7,7) having a weight = 9t_c = 7 t_p. Therefore, S = 12t / 9t_c = 1.33. Thus, for this example, Berry and Jefferson's method underestimates the possible speed up. (This is consistent with an observation made by Berry.)

It is quite easy to see how an actual implementation may exceed the speed up predicted by Berry and Jefferson's method. Suppose object o2 is simulated on processor 1. Consider the following scenario in a Time Warp [Jefferson] implementation. (See Figure 3.) Processor 2 receives the message corresponding to arc (et3,4.5) before it
receives the message corresponding to arc \((et_1, 3)\) + \((et_2, 4)\). It processes \((et_2, 4.5)\) and then \((et_2, 5.5)\) and sends the message corresponding to arc \((et_2, 5.5)\) to \((et_3, 6)\). While processor 3 is busy processing \((et_3, 6)\) and then \((et_3, 7)\), processor 2 receives the message corresponding to arc \((et_3, 3)\) + \((et_2, 4)\), processes \((et_2, 4)\), and finding no reason to nullify the earlier message to processor 3, does not send any antisemessage. Thus processor 3’s completion time is not affected by the unnecessary constraint \((ef_2, 4)\) + \((et_2, 4.5)\). This constraint is unnecessary since \(et_2\) and \(et_2\) do not interfere with one another.

3.3. Dynamically Computed Safety Constraints

In many cases, event type based constraints are also stronger than necessary. Consider, for example, a simple, closed queueing network consisting of three servers with FIFO queueing disciplines. Suppose that the service time at each server is a random variable, and that after a service is completed, a customer randomly selects the server that it will require service from next. We can model this system by using three integer variables to represent the length of each queue and three boolean variables to indicate whether each server is idle. Letting \(q[i]\) denote the length of the \(i\)th queue (for \(i\) between one and three), and letting \(idle[i]\) denote the boolean variable that indicates whether the \(i\)th server is idle we can describe the behavior of the \(i\)th server by the following event types:

\[
\text{arrival[i]} \quad (\text{arrival of new customer to server } 'i'): \quad \text{if } idle[i] \text{ then do:}
\]

\[
\quad \text{idle[i]} = \text{false}
\]

\[
\quad \text{generate a random variate 't'}
\]

\[
\quad \text{schedule end[i] after } t
\]

\[
\text{else } q[i] = q[i]+1
\]

\[
\text{end[i]} \quad (\text{end of a service period at server } 'i'): \quad \text{select server: 'j'}
\]

\[
\quad \text{schedule arrival[j] after } \theta
\]

\[
\text{if } q[i] = 0 \text{ then idle[i] = true}
\]

\[
\text{else do:}
\]

\[
\quad q[i] = q[i]+1
\]

\[
\quad \text{generate a random variate 't'}
\]

\[
\quad \text{schedule end[i] after } t
\]

\(q[i]\) and \(idle[i]\) are output variables of both \('arrival[i]'\) and \('end[i]'\). Furthermore, \(q[i]\) is an input variable of \('end[i]'\) and \('idle[i]'\) is an input variable of \('arrival[i]'\). Therefore event type \('arrival[i]'\) interferes with event type \('end[i]'\). However, it is not always necessary to enforce safety constraints between events of type \('arrival[i]'\) and type \('end[i]'\). To see this suppose that \(q[i]\) is greater than zero and that \('idle[i]'\) is false. A pair of event instances of type \('arrival[i]'\) and \('end[i]'\) can then be processed in any order or in parallel (assuming that incrementing and decrementing \(q[i]\) is done atomically). No matter in which order the event instances are processed, the resulting value of \(q[i]\) and \('idle[i]'\) will be the same, and the \('end[i]'\) event instance will schedule a new \('end[i]'\) event instance. However, if \(q[i]\) is zero, then the order in which two such events are processed decides which of the two event instances schedules a new \('end[i]'\) event instance. This can affect the time of occurrence of the new \('end[i]'\) event instance. Thus, it is necessary to process instances of \('arrival[i]'\) and \('end[i]'\) in correct sequential order if \(q[i]\) is zero. Unfortunately, there is no way to express this constraint by identifying pairs of event types, as described in the subsection 3.1.

We can obtain safety constraints that are weaker than those obtained by analyzing event types by using information given by the modeller to classify event instances in a different way. To do this, we allow an event instance to belong to any number of classes, and we define a safety constraint between every pair of event instances only when they belong to a common class. The modeller would have to supply a procedure to determine the classes to which each event instance belongs. As a (sequential) simulation is being carried out, the procedure would be used before the processing of each event instance to determine the classes to which that event instance belongs. This information can be recorded in the trace. It would probably be convenient for the modeller to supply a different procedure for each event type. The major disadvantage of this approach is the reliance on the modeller to identify all necessary classifications.

For example, consider the queueing network described above. For each possible value of \('i'\), we would provide a class for events of type \('arrival[i]'\) and a class for events of type \('end[i]'\). This would define safety constraints between event instances of the same type. (It might be possible to weaken these constraints.) In addition, we would provide an additional class for each \('i'\). An event instance would belong to this additional class whenever the value of \(q[i]\) is zero immediately before or immediately after the simulation of that event instance. This defines safety constraints between some event instances of type \('arrival[i]'\) and some event instances of type \('end[i]'\) but not between all such instances.

Allowing events to be processed in an order not corresponding to their time of occurrence, even when it is "safe" to do so, may make data collection more difficult in some situations. Consider for example \(q[i]\). The sequence of successive values assigned to \(q[i]\) during the parallel simulation would not necessarily reflect how \(q[i]\) changes with respect to time. We will not discuss this issue further, except to observe that the ease with which a simulation can be parallelized depends, in part, on the data to be collected by that simulation.

4. SOME RELATED ISSUES

4.1 Assigning Weights to Nodes in the CEG

It has been implicitly assumed in the last two sections, that an identical amount of time is required to process each event instance. This may not be true. It might therefore be useful to assign different weights to different nodes of a CEG to reflect the amount of time required for the processing of each event instance and to use these weights to compute T and T. One way of doing this would be to assign a weight to each event type. All instances of a given type would then be assigned the same weight. This seems reasonable, since events of a given type are simulated by
4.2. Event Granularity

Franza [1977] defines an event as an "instantaneous change in the values of one or more state variables". This allows a number of different interpretations of what exactly an event consists of in a given simulation. For example, in the queueing network model discussed in subsection 3.3, event types were defined for the end of a service at each server and for the arrival of a customer to each server. However, each end service event instance is immediately followed by an arrival event instance, and each arrival event instance is immediately preceded by an end service event instance. We can therefore consider each pair of end service and arrival event instances to be a single event instance, which we will refer to as a "departure" event instance. We can describe departure events as instances of the following type:

departure[i]

select server 'j'
if q[j] = 0 then idle[i] = true else do
q[j] = q[j]-1
generate a random variate 't'
schedule end[i] after 't'
if idle[i] then do
idle[i] = false
generate a random variate 't'
schedule end[i] after 't'
else q[j] = q[j]+1

The event type 'departure[i]' has been defined by simply appending the code for event type 'arrival[j]' to the code for event type 'end[i]' and modifying the scheduling of event instances. Each departure event instance is the result of aggregating an end service instance and an arrival instance. (See Sargent [1988] for methods of combining event types.) We will say that a departure event instance is of "higher granularity" than the corresponding end service instance and arrival instance.

Whenever there is a directed path in the CEG from one event instance to another, we will say that the first event instance precedes the second event instance and that the second event instance succeeds the first event instance. Note that "precedes" and "succeeds" are transitive in the sense that if (e1,t1) precedes (e2,t2), which precedes (e3,t3), then (e1,t1) also precedes (e3,t3) and (e3,t3) succeeds (e1,t1).

We can consider the effects of event aggregation and event granularity on a CEG. The aggregation of two events will change a CEG by merging the nodes in the CEG corresponding to instances of these two event types. The single node resulting from this combination will have every arc entering and leaving it that either of the original two nodes had. Suppose that (e1,t1) and (e2,t2) are aggregated to form (e,t). Then every event instance that precedes (e1,t1) or (e2,t2) will also precede (e,t). Similarly, every event instance that succeeds (e1,t1) or (e2,t2) will also succeed (e,t).

Figure 4: Event Aggregation

For example, in Figure 4a, a small portion of an arbitrary CEG is shown. Event instance 'a1' precedes event instance 'a2', and event instance 'b1' precedes event instance 'b2'. We have used solid arcs to denote scheduling constraints and dotted arcs to denote safety constraints. We have also assumed that 'a1' schedules 'b2', so that 'a1' precedes 'b2'. Now suppose that the time delay on this scheduling operation is zero, so that 'a1' and 'b2' occur at the same point in (simulated) time. Assume that we can aggregate 'a1' and 'b2' to form, say, event instance 'c'. The new configuration of constraints is shown in Figure 4b. The point is that since 'b1' now precedes 'b2' to ensure correctness of the simulation, a safety constraint is required between 'b1' and 'c'. Because of this, 'b1' now precedes 'a2', and so a new path has been added to the CEG that could form part of the critical path.

In general, if the weight of (e,t) is defined to equal the sum of the weights of (e1,t1) and (e2,t2), then the weight of the critical path of the CEG after aggregation will be greater than or equal to the weight of the critical path of the CEG before aggregation. This effect will be illustrated by an example in section 5.

4.3. Computer Architecture

We can study the effects of computer architecture on the possible speed up obtained by a parallel simulation by assigning each event instance to a specific processor. The result of processing some event instance on one processor may have to be communicated to some other processor before some other event instance can be processed on the second processor. In this case there will
be a safety constraint between those two event instances. The arc in the CEG that represents this constraint can be given a positive weight that reflects the cost of communication between the two processors involved. This weight would be used when computing the weight of the critical path. Also when a number of event instances are assigned to the same processor there has to be a total ordering on the sequence of processing of these event instances. One possible ordering corresponds to the time of occurrences of event instances. Additional arcs may have to be added to the CEG to reflect this total ordering and they may have a weight of zero. These additional arcs will be called "computer architecture arcs".

5.0 SOFTWARE SYSTEM

In this section we first describe a software system that may facilitate the development of a software system that is first used to obtain an execution trace by running a simulation model. Then this trace, along with other appropriate information, is input into a software package that produces the CEG and calculates the critical path(s).

The event-oriented simulator [Chacko and Sargent 1989] is a simulator developed by our research group for research and teaching purposes. It uses event graphs (Sargent 1988, Schruben 1983) for model specification. One of the output options of this simulator allows one to obtain an execution trace that contains the information required to create the nodes and scheduling arcs in a CEG. Thus it is straightforward to obtain the execution trace and requires no additional work (except to build a simulation model if one does not exist).

The trace from our event graph simulator is input into a software package along with information on safety constraints, computer architecture constraints (if desired), and weights for the nodes and arcs. Our current software package allows only the following: (i) definition of safety constraints based on event types per subsection 3.1, (ii) one option for computer architecture arcs, and (iii) weights for different event types and different types of edges (e.g. scheduling, safety, or architecture). For the safety constraints based on event types, the user must list the pairs of event types that interfere with each other. The software currently available to model the effects of computer architecture is to assign event instances to a separate processor. The software package then uses these inputs to create a CEG and calculates the critical path(s). The output consists of the critical path(s) and the corresponding weight which is an estimate of T. We note that the software package can easily be extended, e.g. to allow alternative ways of calculating safety constraints such as Berry and Jefferson's object based approach.

5.2 Example

Let us consider a two server cyclic queueing system where customers always go to the other server for service when they complete service at a server. The queue disciplines are FIFO and the service times are exponential. We will use sections of the software model of this system by using different event types for an arrival to the queue, begin service, and end service for each of the two servers. These six different event types are given in Table 2 along with the input and output variables for each event type (we assume different random number generators are used for B(1) and B(2)) and the pairs of event type interferences required for the safety constraints per subsection 3.1.

We ran a simulation model of this queueing system with two customers and with the mean equal to one for the service times of each server on our event graph simulator. The execution trace of this simulation was input into our software package with a weight of one for each node type along with the list of pairs of event types that interface with each other. (We did not assign any weights to the arcs or use any computer architecture constraints.) We obtained an estimate of possible speedup of approximately 1.41 for this model.

We discussed in subsection 4.2 that event granularity can affect the estimate of possible speedup. If one modelled the above queuing

---

Table 2: Event Types and Interferences for Example in Section 5.2

<table>
<thead>
<tr>
<th>Event Types and Interferences</th>
<th>Event Type A(i), i=1,2:</th>
<th>Event Type B(i), i=1,2:</th>
<th>Event Type E(i), i=1,2:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Type Interferences</td>
<td>(A(i),A(j)),</td>
<td>(B(i),B(j)),</td>
<td>(A(i),B(j)),</td>
</tr>
<tr>
<td></td>
<td>(A(i),E(j)),</td>
<td>(B(i),E(j)),</td>
<td>(A(i),E(j)),</td>
</tr>
<tr>
<td></td>
<td>(A(j),A(i)),</td>
<td>(B(j),B(i)),</td>
<td>(A(j),B(i)),</td>
</tr>
<tr>
<td></td>
<td>(A(j),E(i)),</td>
<td>(B(j),E(i)),</td>
<td>(A(j),E(i)),</td>
</tr>
</tbody>
</table>
system using only two event types, one for the end of each service as in subsection 4.2, these two event types would interfere with each other as well as with themselves. Thus there would be arcs between each instance of each event type and between instances of the two different event types. This requires all event instances to be processed sequentially. Thus, there would be no parallelism and the speed up would be one.

6.0 SUMMARY

We described a new event based approach for estimating the possible speed up for a given simulation model which is similar to Berry and Jefferson's approach. The estimate of the possible speed up is determined by the constraints imposed on the order of processing event instances. For the simulation to be correct the order of processing must satisfy both scheduling and safety constraints. Scheduling constraints can be easily identified from the trace of a given simulation run. Identification of safety constraints is more difficult. Berry and Jefferson used an object based model decomposition to identify constraints which are stronger than necessary. We discussed an event type based approach that is capable of identifying safety constraints which, even though stronger than necessary, are strictly weaker than those identifiable by Berry and Jefferson's method. Consequently both Berry and Jefferson's method and our event type based method underestimate the maximum possible speed up but the latter gives a better estimate. We also discussed that a modeller may be able to define classifications of event instances other than those based on event types or objects. This can further improve the estimate of the possible speed up.

We described how definitions of event types used by the modeller can affect the possible speed up. We concluded that event types of smaller granularity are generally better for identifying possible speed up. Also, we pointed out that interprocessor communication costs and the effects of a specific computer architecture on speed up could possibly be addressed.

A simple software system to obtain the critical path and an estimate of the possible speed up was described. This system first uses an event graph simulator to obtain the trace of a simulation. Then, this trace along with other user defined inputs are processed by a software package to estimate the possible speed up. The current version of our software package contains only a few alternatives; however, it can be easily extended to provide for others.
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