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Abstract
Adaptability and advanced services for industrial manufacturing require an intelligent technological support for understanding the production process characteristics also in complex situations. Quality control is specifically one of the activities in manufacturing which is very critical for ensuring high-quality products and competitiveness on the market.
Similarly, environmental monitoring increasingly needs adaptive approaches to deal with variability and evolvability of the environmental phenomena. Earth observation and pollution monitoring are very demanding in this perspective.
Computational intelligence can provide additional flexible techniques for designing and implementing monitoring and control systems, which can be configured from behavioral examples or by mimicking approximate reasoning processes to achieve adaptable systems.
This talk will analyze the opportunities offered by computational intelligence technologies to support signal and image processing for adaptable operations and intelligent services both in industrial applications, specifically focusing on manufacturing processes and quality control, and in environmental monitoring, focusing on Earth observation and pollution monitoring.
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Deterministic and Bayesian Sparsity enforcing models in signal and image processing
by Ali Mohammad-Djafari, Centrale-Supélec, France

Abstract
In this talk, first examples of sparse signals and images are presented. Then, different deterministic ways of
modeling and sparse representation methods and algorithms (MP, OMP, LASSO, IHT, ADMM ...) are
summarized. The Bayesian Maximum A Posteriori (MAP) approach and its link with regularization is
mentioned. The prior models which enforce sparsity are classified in four main classes:
- Heavy tailed: Double Exponential, Generalized Gaussian, Student-t, Cauchy;
- Mixture models: Finite mixture of Gaussians,
- Infinite Scaled Gaussian mixture model and its relation to Student-t and their
  equivalent hierarchical models with hidden variables;
- General Gauss-Markov-Potts models.
Using these priors in a Bayesian approach needs appropriate Computational tools which are summarized as:
Joint Maximum A Posteriori (JMAP), MCMC and Variational Bayesian Approximation (VBA). Finally, the
applications of these prior models in Inverse Problems such as
X ray Computed Tomography and Microwave inverse scattering imaging systems are presented.
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