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1 Introduction

Imagine that you are given an oracle for the halting set but you can only ask it (say) 5 questions (no time or space bound on computation). What can you compute? Could you compute more with 6 queries? More generally, if \( m \in \mathbb{N} \) and \( A \subseteq \mathbb{N} \) then

- What functions can we compute with \( m \) queries to \( A \)?
- Are there functions that can be computed with \( m \) queries to \( A \) that cannot be computed with \( m - 1 \) queries to \( A \)? To any set \( X \)?

In this paper we survey much of the work that has been done on these two questions. Our framework is recursion-theoretic— the computations have no time or space bound.

Several people have studied this problem with different motivations:

While Richard Beigel was looking for a thesis topic, he (together with Jon Seigel) pondered the following question “What could be computed if a Turing machine were allowed to compute ‘forever’?” Could the notion of ‘forever’ be quantified? One way to formalize the notion of ‘forever’ was to look at queries to \( K \). One way to quantify this notion was to put explicit bounds on the number of queries. Thus the following natural question arose: “Are \( i + 1 \) queries to \( K \) more powerful than \( i \) queries to \( K \)?” This question can be interpreted in four different ways depending on whether one is computing functions or deciding sets; and whether the queries are serial or parallel. He showed that answer is YES in all these cases [5, 16]. He later extended many of his results to general nonrecursive sets [5].

Louise Hay was initially interested in the \( n \)-r.e. sets, which are a stratification of some of the sets that are \( \leq_T K \) (we define \( n \)-r.e. in Section 10). The queries-to-\( K \) hierarchy is another stratification of those same sets. Hay was concerned with how these two hierarchies relate to each other. The main theorem of [16], also stated in Section 10, answered her questions.

William Gasarch initially wanted to develop a complexity theory within recursion theory, with the number-of-queries-to-an-oracle being the resource of interest [26]. This goal is partially realized in [12, 13] where several problems about finding the chromatic number of a recursive graph are characterized in terms of bounded queries. These results will be reviewed in Section 13.

2 Technical Summary

We now formally define bounded query classes.
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Definition 1 Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. A function $f$ is in $FQ(m, A)$ if $f$ is recursive in $A$ via an algorithm that makes at most $m$ queries to $A$. Later queries can depend on answers to previous queries. Such queries are called serial. A function $f$ is in $FQ_{ll}(m, A)$ if $f$ is recursive in $A$ via an algorithm that makes at most $m$ queries that are asked all at once. Note that the queries cannot depend on previous answers. Such queries are called parallel.

Definition 2 Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. A set $B$ is in $Q(m, A)$ if its characteristic function is in $FQ(m, A)$. The class $Q_{ll}(m, A)$ is defined similarly.

Bounded queries differ from truth-table reductions in two ways:

1) If $A \in Q(n, B)$ then queries can depend on previous answers. This is not the case for $A \leq_{tt} B$.

2) If $A \in Q_{ll}(n, B)$ or $A \in Q(n, B)$, and the wrong answers are supplied, then the computation might diverge. By contrast, if $A \leq_{tt} B$ then even if the wrong answers about $B$ are supplied, the computation terminates.

3) We parameterize the number of queries exactly. By contrast, the different notions of truth-table reduction (bounded, unbounded, and weak) differ in less refined ways.

The following definition will be helpful in several places.

Definition 3 If $C$ is a set then $C^{tt}$ is the set of all true statements that are boolean combinations of atoms of the form '$n \in C$'.

Much of the work that has been done in this area concerns how hard, in terms of number-of-queries, the following functions are to compute:

Definition 4 Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. The functions $F^A_m$, $\#^A_m$, and the set $V^A_m$, are defined by

$$F^A_m(x_1, \ldots, x_m) = (\chi_A(x_1), \ldots, \chi_A(x_m))$$

$$\#^A_m(x_1, \ldots, x_m) = |\{i : x_i \in A\}|$$

$$V^A_m = \{(x_1, \ldots, x_m, b_1, \ldots, b_m) : (\forall i) \chi_A(x_i) = b_i\}.$$

Intuitively $F^A_m$ is asking for membership of $m$ numbers, $\#^A_m$ is asking for the cardinality of $m$ numbers, and $V^A_m$ is asking to verify the membership status of $m$ numbers. The most interesting theorems in this field (in the author's opinion) involve $F^A_m$ and $\#^A_m$. They are

$$(3X, n)F^A_m \in FQ(n, X) \Rightarrow A \text{ rec. [15]}$$

$$(3X, n)\#^A_m \in FQ(n, X) \Rightarrow A \text{ rec. [33]}$$

We will refer to the latter theorem as the cardinality theorem.

In Sections 3 and 4 we review the prehistory of bounded queries, i.e., research in the literature that was close to this topic. In Sections 5, 7, and 8 we examine the complexity of $F^A_m$, $\#^A_m$, and $V^A_m$ respectively (Section 6 is devoted to some variations on the complexity of $F^A_m$). Sections 9, 10, 11, and 12 examine the question of when extra queries increase computational power. Section 13 summarizes the work done on classifying problems in recursion theory, especially recursive graph theory, by using number-of-queries as a complexity measure. Section 14 compares and contrasts the work done on bounded queries in complexity theory with that done on bounded queries in recursion theory.

Throughout this paper we will only prove theorems that are not in the 'open' literature. Some results, though 'well known,' appear with proof here for the first time.
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3 Prehistory: Kolmogorov Complexity Theory

Kolmogorov complexity (see [34, 35] for references and background) deals with how many bits are needed to produce certain objects. Both Kolmogorov Complexity and Bounded Queries are concerned with how much information is needed to compute an object; however, there is little overlap. We discuss the differences of the two fields, and then give an example of a weak overlap which will underscore the point that there is little overlap.

Definition 5 Let $U$ be a fixed universal Turing machine. If $z$ and $y$ are finite strings then $K_U(z\mid y)$ is the length of the shortest $z$ such that $U(y, z) = 2$.

Proof:

Let $F_m^A \in FQ(f(m), Y)$ via oracle Turing machine $M^0$. Consider the computation of $F_m^A(0, 1, \ldots, m - 1)$. This computation makes $f(m)$ queries to $Y$. Let $b_1b_2\ldots b_{f(m)}$ be the correct answers to these queries. Given this sequence, the Turing machine $M^0$ (of constant size $c$), and the value $m$, one can easily produce the string $F_m^A(0, 1, \ldots, m - 1) = a_m$. Hence from $f(m) + c + O(1)$ bits one can produce $a_m$.

A key difference between Kolmogorov complexity and bounded queries is that Kolmogorov complexity deals with initial segments of sets, whereas (say) $F_m^A$ is asking about any $m$ numbers.

To our knowledge there is no nontrivial theorem in Kolmogorov theory that implies a result in bounded queries, or vice-versa.

4 Prehistory: $(m,n)$-computability

Frequency computations are a precursor to bounded queries. This work is not well known since most of the papers in the field are either in Russian, badly written, or both. A recent survey [28] gives a nice summary of the area. We define some of the basic terms of the field, and show that some results in it can be derived from results in bounded queries, while others (probably) cannot.

Definition 8 [44] A set $A$ is $(m,n)$-computable if there exists a recursive function $f : \mathbb{N}^n \to \{0,1\}^m$ such that for all pairwise distinct tuples $(x_1, \ldots, x_n)$, if $f(x_1, \ldots, x_n) = (b_1, \ldots, b_n)$ then $|\{i : x_A(x_i) = b_i\}| \geq m$.

Myhill (see [37] P. 393) asked if making $m$ close to $n$ forces $A$ to be recursive. Trakhtenbrot [49] answered YES by showing that if
2m > n then A is recursive. Kinber [30, 31] solved several variations of the problem (see [28]).

The techniques used by Trahtenbrot and Kinber are weak forms of techniques used by Owings and Kummer in proving Theorems 25, 26, and 27 (the cardinality theorem). Consequently, everything proven by Trahtenbrot and Kinber can be derived from the cardinality theorem. We give one example: Trahtenbrot's theorem above. The interested reader should see [28] for statements and proofs of other theorems about (m, n)-computability and their relation to the cardinality theorem and various subcases of it.

**Theorem 9** [19] If A is (m, n)-computable, and 2m > n, then A is recursive.

**Proof:** We show that if A is (m, n) computable via f, and 2m > n, then \( \#^A \in FQ(\lceil \log n \rceil, X) \); hence by the cardinality theorem A is recursive.

Let f(x₁, . . . , xₙ) = b₁ . . . bₙ. Since 2m > n one of the following happens.

(a) \([i : bᵢ = 0]\) ≥ \(\frac{m}{2}\), hence one of the i with \(bᵢ = 0\) is correct, so \(\#^A(x₁, . . . , xₙ) \neq n\).

(b) \([i : bᵢ = 1]\) ≥ \(\frac{m}{2}\), hence one of the i with \(bᵢ = 1\) is correct, so \(\#^A(x₁, . . . , xₙ) \neq 0\).

In both cases the range of values of \(\#^A(x₁, . . . , xₙ)\) is reduced from \(n + 1\) to \(n\). Let X be the union of the following two sets.

\[ \{ (x₁, . . . , xₙ, i) | (a) \text{ occurs and } i \text{th bit of } \#^A(x₁, . . . , xₙ) \text{ is } 1 \} \]

\[ \{ (x₁, . . . , xₙ, i) | (b) \text{ occurs and } i \text{th bit of } \#^A(x₁, . . . , xₙ) - 1 = 1 \} \]

It is easy to see that \(\#^A \in FQ(\lceil \log n \rceil, X)\).

Another question of interest in this field is 'For which m, n, r, s is it the case that all (m, n)-computable sets are (r, s)-computable?'

The following results, which are inroads on this question, do not seem to be derivable from bounded queries. The general question is still open.

**Theorem 10** [18] Let n, m, r, s be such that \(n > 2m, s > 2r, and n > s\). All (m, n)-computable sets are (r, s)-computable iff \(n - m \leq s - r\).

**Theorem 11** [18] For every \(n \geq 2\) there is a (1, n)-computable set which is not (2, n + 1)-computable.

It is an open problem to define the notion of (m, n)-computable functions in a complexity-theoretic domain and prove something interesting about it. It is not clear how interesting this would be.

## 5 How hard is membership?

We examine the complexity of computing \(F^n_A(x₁, . . . , xₘ) = (χ₄(x₁), . . . , χ₄(xₘ))\). It is clear that \(F^n_A \in FQ|\lceil m, A \rceil, X\). For which sets A can we compute \(F^n_A\) with fewer serial queries to A? To some X? For A = K we can do very well:

**Theorem 12** [15, 16] For all n, \(F^n_K \in FQ(n, K)\).

Can this be improved upon? The next theorem says NO in a very strong way.

**Theorem 13** [15] For all sets A, if there exists a set X and a number n such that \(F^n_A \in FQ(n, X)\), then A is recursive.

---

1It should be noted that Owings did not know of the papers of Trahtenbrot and Kinber when he proved Theorems 25 and 26.
Are there any other natural sets for which we can obtain \( F^A_m \in FQ(m - 1, A) \)? Or for which there is an \( X \) with \( F^A_m \in FQ(m - 1, X) \)? We shall see that answer is no. Recall [47] that if \( A \) is a set then \( A' \) is the halting set relative to \( A \). Virtually all natural sets in recursion theory, including the \( \Sigma_1 \)-complete and \( \Pi_1 \)-complete sets, are of the form \( A' \) for some \( A \).

**Theorem 14 [15]** If \( A \) is nonrecursive then for all \( m \) and \( X \) \( F^A_m \notin FQ(m - 1, X) \).

How does the Turing degree of a set \( A \) relate to the number of queries needed to compute \( F^A_m \)? The next three theorems show that within a Turing degree a variety of behaviors are possible.

**Theorem 15 [15]** If \( A \) is any nonrecursive Turing degree then there exist sets \( A, B \in a \), and a set \( Y \), such that

1. For all \( n \), \( F^A_{2^n - 1} \in FQ(n, A) \).
2. For all \( m \), and all \( X \), \( F^A_m \notin FQ(m - 1, X) \).

The second item cannot be improved (see Theorem 20).

Our next result is about r.e. degrees. For every r.e. set \( A \), for all \( n \), \( F^A_{2^n - 1} \in FQ(n, K) \). Hence a result like \( 'F^A_m \notin FQ(m - 1, X)' \) is not possible.

**Theorem 16 [15]** If \( a \) is any r.e. Turing degree then there exist r.e. sets \( A, B \in a \) such that

1. For all \( n \), \( F^A_{2^n - 1} \in FQ(n, A) \).
2. For all \( m \), \( F^B_m \notin FQ(m - 1, B) \).

The results stated so far have a ‘feast or famine’ flavor—either \( F^A_m \) is very hard or very easy. The next theorem partially explains this.

**Theorem 17 [6]** Let \( A \) be any set. If there exist \( c, k \) and \( X \) such that \( F^A_k \in FQ(k - 1, X) \) then there exist \( m_0 \) and \( Y \) such that

\[ (\forall m \geq m_0)[F^A_m \in FQ((k - 2) \log m + c, Y)]. \]

Can Theorem 17 be improved to (say) \( F^A_m \notin FQ((17 \log m, Y)) \)? The next theorem shows that the answer is no—for every \( k \) there are sets such that (roughly) \( F^A_m \in FQ(k \log m, A) \) but \( (\forall X)F^A_m \notin FQ((k - 1) \log m, X) \). The proof is in the appendix. The theorem is due to Beigel and Gasarch and was proven in 1988, though never published.

**Theorem 18** If \( a \) is any Turing degree above (or equal to) \( K \), then for every \( k \in \mathbb{N} \) there exists a set \( \mathcal{A} \in a \) such that

1. \( (\forall m)[F^A_m \in FQ(k \log m, A)] \).
2. \( (\forall m)(\forall X)[F^A_m \notin FQ((k - 1) \log m, X)] \).

Much less is known about how many queries to \( A \) are required to compute \( F^A_m \). The following theorem is all that is known.

**Theorem 19 [7]** Let \( A \) be any set. If there exists \( k \) such that \( F^A_k \in FQ(k - 1, A) \) then there exist \( m_0 \) and \( r < 1 \) such that

\[ (\forall m \geq m_0)[F^A_m \in FQ(m^r, A)]. \]

It is an open problem to improve this result.

### 6 How hard is membership? (A second look)

The algorithm for \( F^A_{2^n - 1} \in FQ(n, K) \) has two features that we wish to examine:

\(^2\)In [6] this theorem was proven in a complexity-theory framework, but the proof is the same for our recursion-theoretic framework.

\(^3\)In [7] this theorem was proven in a complexity-theory framework, but the proof is the same for our recursion-theoretic framework.
1) The queries are made serially.

2) If incorrect answers are supplied then the computation must diverge.

We show that if either of these luxuries are disallowed, then, for all m, $F_m^K$ requires m queries to K.

Examining Luxury 1:

**Theorem 20** [8] If $A$ is any nonrecursive set then, for all m, $F_m^A \notin FQ_{||}(m-1; A)$

**Proof:**

If $F_m^A \in FQ_{||}(m-1, A)$ then, by induction, for all i, $F_{m+i}^A \in FQ_{||}(m-1, A)$. This contradicts Theorem 13.

**Corollary 21** ($\forall m)F_m^K \notin FQ_{||}(m-1, K)$.

If parallel queries to a different oracle are allowed then a large savings occurs: there exists a set Y such that for all m, $F_m^A \in FQ_{||}(\log(m+1), Y)$.

Examining Luxury 2:

**Definition 22** Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. A function $f$ is in $FQC(n, A)$ if there exists an oracle Turing machine $M^O$ such that

1) $M^X$ computes $f$.

2) For all oracles $Y$, for all $x$, $M^Y(x)$ makes at most m queries and halts.

Beigel and Gasarch proved the following theorem in 1987, though it appears here for the first time.

**Theorem 23** For all m and X, $F_m^K \notin FQC(m-1, X)$.

**Proof:**

Assume $F_m^K \in FQC(m-1, X)$ via $M^O$. We construct programs $z_1, \ldots, z_m$ such that $F_m^K(z_1, \ldots, z_m) \neq M^X(z_1, \ldots, z_m)$. Our construction of $z_1, \ldots, z_m$ uses the m-ary recursion theorem [43, 46] so program $z_i$ knows the programs $z_1, \ldots, z_m$.

Our algorithm for $z_i$ is as follows. On any input, $z_i$ runs $M^O(z_1, \ldots, z_m)$ using all $2^{m-1}$ possible sequences of answers. (All these computations halt by the assumptions about $M^O$). Let the outputs be $w_1, \ldots, w_{2^m-1} \in \{0,1\}^m$. Let $w$ be the least element of $\{0,1\}^m$ that is not in $\{w_1, \ldots, w_{2^m-1}\}$. If the ith bit of $w$ is 0 then $z_i$ diverges, else $z_i$ converges.

For all $z_i$ the same $w$ is found. The $z_i$'s conspire to make $F_m^K(z_1, \ldots, z_m) = w$. But $w$ is not a possible output for $M^O(z_1, \ldots, z_m)$. In particular $M^X(z_1, \ldots, z_m) \neq w$. Hence $F_m^K(z_1, \ldots, z_m) \neq M^X(z_1, \ldots, z_m)$.

**Corollary 24** If $A$ is such that $IC \preceq_m A$ then for all m and X, $F_m^A \notin FQC(m-1, X)$.

All the lower bounds, and most of the upper bounds in this paper would hold if Q and FQ were replaced with QC and FQC. In fact, all the theorems in this paper are true for QC and FQC with the same proof, except for Theorem 12 (which is FALSE, as shown in this section), and Theorem 39 (which has not been investigated along these lines). It might be of some interest to see where else these two notions differ.

7 How hard is cardinality?

We examine the complexity of computing $\#_m^A(x_1, \ldots, x_m) = |\{i : x_i \in A\}|$. This function looks easier to compute than $F_m^{\#}(x_1, \ldots, x_m)$; nevertheless, Beigel conjectured that for all $n, A$, and $X$, $\#_m^X$ cannot
be computed with only \( n \) queries to \( X \). This conjecture turned out to be interesting and
hard; it has recently been answered affirmatively. Owings took the first steps to a solution
by proving the following two theorems.

**Theorem 25** [15] For all \( A, n \) and \( X \),
if \( F^n_A \in FQ(n, X) \) then \( A \leq_T K \).

**Theorem 26** [15] For all \( A \) and \( X \),
if \( F^A \in FQ(1, X) \) then \( A \) is recursive.

Kummer [33] built on the latter theorem, in an intricate way, to obtain a beautiful proof of
Beigel's conjecture. The proof used a version of Ramsey's Theorem.

**Theorem 27** [33] For all \( A \) and \( X \),
if \( F^n_A \in FQ(n, X) \) then \( A \) is recursive.

We now examine what behavior \( \#^A_m \) might have within a degree. We do not get the same
variety of behavior we obtain for \( F^n_A \) because of the following theorem.

**Theorem 28** [10] For every set \( A \) and \( n \in \mathbb{N} \)
there exists \( X \) such that \( F^n_A \in FQ(n, X) \).

**Proof:** Let \( X = A^t \). The value of
\( \#^A_{n-1}(x_1, \ldots, x_{2^n-1}) \) can be found with a
parallel queries to \( X \) since every bit of
\( \#^A_{n-1}(x_1, \ldots, x_{2^n-1}) \) can be expressed as a
boolean combination of atoms of the form \( 'x \in A.' \).

We still get some variety of behavior by
looking at how hard it is to compute \( \#^A_m \) using
queries to \( A \).

**Theorem 29** [10] If \( a \) is any Turing degree
then there exists a set \( A \) in \( a \) such that
\( F^A_{m-1} \in FQ((m-1), A) \).

**Proof:** Let \( A \) be any set of the form \( B^t \)
where \( B \in a \). Then use the technique of Theorem 28.

**Theorem 30** [15] If \( a \) is any Turing degree
above (or equal to) \( K \), then there exists a
set \( A \in a \) such that for all \( m, \#^A_m \notin FQ(m-1, A) \).

**Theorem 31** [15] If \( a \) is any r.e. Turing degree
then there exists an r.e. set \( A \in a \) such that
for all \( m, \#^A_m \notin FQ(m-1, A) \).

It is an open question to prove Theorem 30
for any nonrecursive Turing degree.

8 How hard is verification?

We examine the complexity of deciding the set
\( V^A_m = \{ (x_1, \ldots, x_m, b_1, \ldots, b_m) : (\forall i)_X A(x_i) = b_i \} \),
in terms of queries to \( A \). Unlike \( F^n_A \) and \( \#^K_m \)
there is (almost) no limit to savings on queries.

**Theorem 32** [24] For all \( m, V^A_m \in Q(2, K) \)
but \( V^K_2 \notin Q(1, K) \).

Are there nonrecursive sets \( A \) such that, for
all \( m, V^A_m \in Q(1, A) \)? YES! In fact, within any
Turing degree such a set can be found. More
generally, as the next three theorems show,
within most Turing degrees a variety of be-
haviors occurs.

**Theorem 33** [24] If \( a \) is any nonrecursive
Turing degree then there exist \( A, B \in a \) such that

1) for all \( m, V^A_m \in Q(1, A) \);

2) for all \( m, V^B_m \notin Q(m-1, B) \).

**Theorem 34** [24] If \( a \) is any nonrecursive
r.e. Turing degree then there exist r.e. sets \( A \)
and \( B \) such that

1) for all \( m, V^A_m \in Q(2, A) \);
2) for all \( m, V^m_v \notin Q(m - 1, B) \).

**Theorem 35** [24] If \( a \) is any Turing degree above (or equal to) \( K \) then, for all \( i \), there exists \( A \in a \) such that

1) for all \( m, V^A_v \in Q_i(i, A) \);
2) \( V^A_v \notin Q(i - 1, A) \).

It is an open question whether Theorem 35 holds for any nonrecursive Turing degree.

9 Do extra queries help to compute functions?

We show that in the case of computing functions, extra queries always help.

**Theorem 36** [8] For all nonrecursive sets \( A \), for all \( i \in \mathbb{N} \), \( FQ(i, A) \subseteq FQ(i + 1, A) \).

**Proof:**
Since \( F^A_i \in FQ(i, A) \) but \( F^A_{i+1} \notin FQ(i, A) \) (by Theorem 13), there exists \( j \) such that \( F^A_j \in FQ(i, A) \) but \( F^A_{j+1} \notin FQ(i, A) \). It is easy to see that \( F^A_{j+1} \notin FQ(i + 1, A) - FQ(i, A) \).

By Theorem 20 we have

**Theorem 37** [8] For all nonrecursive sets \( A \), for all \( i \in \mathbb{N} \), \( FQ(i, A) \subseteq FQ(i + 1, A) \).

10 Do extra queries to \( K \) help to decide sets?

We state a theorem which implies that additional queries to \( K \) do add to the power of an oracle Turing machine to decide sets. More generally, we show that the classes \( D_n, Q(n, K) \), and \( Q_{11}(n, K) \) interleave in a beautiful way, where the sets \( D_n \) form the difference hierarchy (to be defined).

The difference hierarchy was first studied in detail in [21], where the connection with the "k-trial predicates" of [42] was noted. The relation between the levels of the difference hierarchy and bounded truth-table reducibility with fixed norm was first noted in [43, Theorem 14.1X]. The n-r.e. sets and weakly n-r.e. sets were introduced in [19] and [20] respectively, where their Turing degrees were considered.

**Definition 38** A set \( A \) is n-r.e. if there exists a total recursive 0-1 valued function \( f(x, s) \) such that

1) \( f(x, 0) = 0 \),
2) for all \( x \), \( \lim_{s \to \infty} f(x, s) = \chi_A(x) \),
3) \( \{ s : f(x, s) \neq f(x, s + 1) \} \leq n \).

We denote the class of n-r.e. sets by \( D_n \). We denote \( D_n \cap \text{co-D}_n \) by \( \text{V}_n \).

In the theorem below, we use the following standard convention. If \( \Phi \) is any class of sets (e.g., \( Q(3, K) \)) then \( \Phi \) is the set of Turing degrees that contain at least one set from \( \Phi \).

**Theorem 39** [16] The sets and degrees of the \( Q(\cdot, K) \) and \( Q_{11}(\cdot, K) \) hierarchies interleave with those of the difference hierarchy as follows:

\[
D_1 \subseteq Q_{11}(1, K) = Q(1, K) = \text{V}_2 \subseteq D_2 \subseteq Q_{11}(2, K) = \text{V}_3 \subseteq D_3 \subseteq Q_{11}(3, K) = Q(2, K) = \text{V}_4 \subseteq D_4 \subseteq Q_{11}(4, K) = \text{V}_5 \subseteq \cdots \subseteq D_n \subseteq Q_{11}(n, K) = \text{V}_{n+1} \subseteq D_{n+1} \subseteq \cdots \subseteq D_{2^n-2} \subseteq Q_{11}(2^n-2, K) = \text{V}_{2^n-1} \subseteq D_{2^n-1} \subseteq Q_{11}(2^n-1, K) = Q(n, K) = \text{V}_{2^n} \subseteq D_{2^n} \subseteq \cdots
\]

\[
D_1 = Q_{11}(1, K) = Q(1, K) = \text{V}_2 \subseteq D_2 = Q_{11}(2, K) = \text{V}_3 \subseteq D_3 = Q_{11}(3, K) = Q(2, K) = \text{V}_4 \subseteq D_4 = Q_{11}(4, K) = \text{V}_5 \subseteq \cdots \subseteq D_n = Q_{11}(n, K) = \text{V}_{n+1} \subseteq D_{n+1} \subseteq \cdots \subseteq D_{2^n-2} = Q_{11}(2^n-2, K) = \text{V}_{2^n-1} \subseteq D_{2^n-1} = Q_{11}(2^n-1, K) = Q(n, K) = \text{V}_{2^n} \subseteq D_{2^n} \subseteq \cdots
\]
11 Do extra parallel queries to $A$ help to decide sets?

In Section 9 we showed that for every non-recursive set $A$, $(\forall i)[FQ(i, A) \subset FQ(i + 1, A)]$ and $(\forall i)[FQ||i, A) \subset FQ||i + 1, A])$. These results do not hold for $Q(i, A)$ and $Q||i, A)$ for general $A$. We prove this for $Q||i, A)$ in this section, and for $Q(i, A)$ in the next section. Both proofs are included because they are interesting and very different.

Definition 40 If $B$ is any set then $\text{PARITY}_B$ is the set of all tuples $(x_1, \ldots, x_m)$ such that $|B \cap \{x_1, \ldots, x_m\}|$ is odd. (A pairing function could be defined such that the different arities do not conflict.)

Theorem 41 For all $i \in \mathbb{N}$ $Q||i, \text{PARITY}_K) = Q(1, \text{PARITY}_K)$.

Proof:

Let $B \in Q||i, \text{PARITY}_K)$ via oracle Turing machine $M^O$. We show how to, given $x$, determine the value of $M^\text{PARITY}_K(x)$.

Run $M^\text{PARITY}_K$ on $x$ until the one parallel query ‘$z_1 \in \text{PARITY}_K?$', ' $z_2 \in \text{PARITY}_K?$', \ldots, ‘$z_i \in \text{PARITY}_K?$' is asked. Each $z_j$ is itself a tuple of programs. Let the set of all programs in all the tuples be $\{y_1, \ldots, y_m\}$.

We create programs $z_0, z_1, \ldots, z_m$ and denote the output of these programs by $b_0, b_1, \ldots, b_m$ (the $b_i$ are either 0, 1, or $\bot$). The intention is that $b_0$ is an approximation to $M^\text{PARITY}_K(x)$, and, for all $i \geq 1$, $b_i$ will be 1 to signal that the most recent approximation is wrong (the other values signal no change).

When $b_1 = 1$ we say that a mindchange has occurred. The key will be that the parity of the number of mindchanges will give us all the information we need.

$z_0$ operates as follows. Dovetail the two computations below:

a) Enumerate $K$ looking for any of $y_1, \ldots, y_m$. Whenever any are found, restart the simulation in b) using this information.

b) Run $M^\text{PARITY}_K(x)$ under the assumption that the only elements in $\{y_1, \ldots, y_m\} \cap K$ are those found in a). This information determines answers to all the queries, though they may be incorrect. If this halts with a 0-1 output, then print that output and halt.

Note that $z_0$ will halt.

$z_{i+1}$ operates as follows. Initially run $z_i$ (this may diverge). If $z_i$ converges then let $m'$ be how many elements of $\{y_1, \ldots, y_m\} \cap K$ that $z_i$ thinks are in $K$, and let $b$ be what $z_i$ thinks $M^\text{PARITY}_K(x)$ is. If $m' = m$ then output 0. If $m' < m$ then $z_{i+1}$ enumerates $K$ looking for $m' + 1$ elements of $\{y_1, \ldots, y_m\}$. If such are found then dovetail the following computations.

a) Enumerate $K$ looking for any of $y_1, \ldots, y_m$ that have not already been found. Whenever any are found, restart the simulation in b) using this information.

b) Run $M^\text{PARITY}_K(x)$ under the assumption that the only elements in $\{y_1, \ldots, y_m\} \cap K$ are those found in a), and before the simulation started. This information determines answers to all the queries, though they may be incorrect. If this halts with a 0-1 output, then if the output is 0 (to signal no mindchange), else output 1 (to signal a mindchange).

Note that the value of $b$ passed to the $z_{i+2}$ computation is not the value that $z_{i+2}$ outputs; it is value that $z_{i+1}$ found the simulation of $M^\text{PARITY}_K(x)$ to have.
For \( i \geq 1 \) let \( b_i \) be the output of \( z_i \) if it exists, and \( 1 \) otherwise. It is easy to see that \( \{ b_i : b_i = 1 \} \) is the number of mindchanges from \( z_0 \) that give the correct answer.

For \( i \geq 1 \) let \( z_i' \) be the machine that runs \( z_i \) and (1) if its output is 1 then converge; (2) if its output is 0 then diverge; (3) (by default) if the \( z_i \) diverges then diverge.

Let \( b_0 \) be the output of \( z_0 \). It is easy to see that

\[
M^{\text{PARITY}_K}(z) = b_0 \oplus \text{PARITY}_K(z_1', \ldots, z_m').
\]

Hence \( M^{\text{PARITY}_K}(z) \) can be computed with one query to \( \text{PARITY}_K \).

**Proof:**
Let \( M^{(0)} \) be an oracle Turing machine such that \( B \) is decided by \( M^A \). Let \( f(x) \) be the number of steps taken by \( M^A(x) \). Since \( f \leq_T A \), and \( A \) is hyperimmune-free, there exists a recursive \( g \) such that, for all \( z, f(x) < g(x) \).

Let \( N^{(1)} \) be the following oracle Turing machine: on input \( x \), on all query paths, shut off the machine after \( g(x) \) steps. It is easy to see that \( M^A \) and \( N^A \) decide the same language. Since \( N^{(1)} \) halts on all query paths, by an observation of [39, 48] (also see [40, 43]) \( B \leq_{tt} A \).

**Theorem 45** [8] There exists a set \( A \) such that, for all \( B \), if \( B \leq_T A \) then \( B \in Q(1, A) \).

**Proof:** Let \( a \) be a hyperimmune-free degree. Let \( C \in a \) and let \( A = C^{tt} \). Note that \( A \in a \). If \( B \leq_T A \) then since \( A \) is in a hyperimmune-free degree, \( B \leq_{tt} A \) by Lemma 44. Since \( A = C^{tt} \) it is easy to see that \( B \in Q(1, A) \).

Other examples of sets \( A \) such that \( (\forall i)[Q(i, A) = Q(1, A)] \) are known [8]. It is an open problem to find a nice classification for such sets, or to prove that no such classification exists (e.g., show that the notion is not definable in some language).

**13 Classifying Problems**

One of the motivations for developing the theory of bounded queries was to classify problems in recursion theory in a manner finer than the arithmetic hierarchy [26]. This point of view has been most effective for determining the complexity of finding the chromatic number of a recursive graph [12, 13].

**Definition 46** A **recursive graph** is a graph whose vertex set and edge set are recursive.
Let $e_1$ and $e_2$ be such that $M_{e_1}$ and $M_{e_2}$ are total 0-1 valued Turing machines. Let $e = (e_1, e_2)$. The recursive graph indexed by $e$, denoted $G_e$, has vertex set decided by $M_{e_1}$ and edge set decided by $M_{e_2}$.

We examine the problem of finding the chromatic number of a recursive graph, given an index for that graph. We do not want to consider the problem of determining if a number is an index of a recursive graph. Hence we use a variation of the notion of a promise problem, as defined in [22, 23].

**Definition 47** A promise problem is a set $A$, called the promise and a function $f$, called the problem that need only be defined on $A$. A solution to $(A, f)$ is a function $g$ that is an extension of $f$. The key point is that we care about the complexity of $g$, but we do not care what $g$ does when the input is not in $A$. The promise problem $(A, f)$ is in class $C$ (e.g., $FQ(3, K)$) if there exists some solution to it in $C$. The promise problem $(A, f)$ is not in class $C$ if no solution of it is in $C$.

**Definition 48** Let $c \geq 1$ be a constant. Let $x_c$ be the following promise problem. The promise is the set of $e$ such that $G_e$ exists and has chromatic number $\leq c$. The problem is to find the chromatic number of $G_e$.

We have sharp bounds for the complexity of $x_c$.

**Theorem 49** [12] $x_c \in FQ(\lceil \log(c + 1) \rceil, K)$. For any set $X$, $x_c \notin FQ(\lceil \log(c + 1) \rceil - 1, X)$. For any set $A$ such that $K \notin A$, $x_c \notin A$.

The upper and lower bounds are tight in two ways: The number of queries cannot be reduced no matter what oracle is used, and the Turing degree of the oracle cannot be lowered no matter how many queries are allowed.

Many variations of this problem are in [12, 13]. These include looking at the unbounded case (no bound on the chromatic number), recursive chromatic number, parallel queries, and being allowed to ask queries 'for free' to a weaker oracle. Just as the bounded case uses binary search, and is optimal as such, the unbounded case uses unbounded search, and is optimal as such; in fact, this research inspired some work on unbounded search [9].

Several other graph parameters could be examined in this light. This has been carried out for finding the number of components of a recursive graph [27]. One area outside of graph theory has been studied in this light: well quasi ordering theory. The interested reader is directed to [14].

### 14 Comparisons to Complexity Theory

Several people have studied bounded queries in a polynomial-bounded framework. In this section we compare and contrast several results stated in this paper with results on the same theme in that framework.

**Definition 50** Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. A function $f$ is in $FP^{A[m]}$ if $f \leq_T A$ via an algorithm that makes at most $m$ queries. A function $f$ is in $FP^{[m]}$ if $f \leq_T A$ via an algorithm that makes at most $m$ queries.

**Definition 51** Let $m \in \mathbb{N}$ and $A \subseteq \mathbb{N}$. A set $B$ is in $PA^{[m]}$ if its characteristic function is in $FP^{A[m]}$. $PL^{[m]}$ is defined similarly.

We list results from recursion theory and complexity theory in pairs, and discuss them. Some of the results are stated informally.

1) $F_m^K$ versus $F_m^{SAT}$. 


\( F^K_m \) can be computed with substantially less than \( m \) queries to \( K \), but such is not the case for SAT:

(Theorem 12):

\[
(\forall n)[F^K_n \in FQ(n, K)]
\]

From [1]:

\[
[(\exists X, m)[F^SAT_m \in FQ^{X(m-1)}]] \Rightarrow \Sigma^P_2 = \Pi^P_2.
\]

The often stated analogy between IS' and SAT breaks down here. The major difference is that from #:(1), one can (in time) find \( F^1(x_1, \ldots, x_m) \), but it appears to be the case that from #SAT(x_1, \ldots, x_m) one cannot (in polynomial time) find \( F^SAT_m(x_1, \ldots, x_m) \).

This is because, for any set \( A \), the following two are equivalent (1) \( F^A_m \leq_T^P \#A \) (2) \( A \) is \( p \)-selective. (See [45] for a definition of \( p \)-selective; the equivalence stated here is easy). Hence, if \( F^SAT_m \) were easily computable from \( \#SAT_m \) then SAT would be \( p \)-selective which implies \( \text{P}=\text{NP} \).

2) Limits on savings for \( F^A_m \).

In recursion theory there is a limit on how much fewer than \( m \) queries are needed to compute \( F^A_m \) if \( A \) is nonrecursive. In complexity theory the situation is more complicated.

Theorem 13:

\[
[(\exists X, m)[F^A_m \in FQ(m, X)]] \Rightarrow A \text{ recursive}
\]

From [1]:

\[
[(\exists X, m)[F^A_m \in FQ^{X(m)}]] \Rightarrow A \in EL_i
\]

(Where \( EL_i \) is the \( i \)-th level of the extended low hierarchy: \( A \in EL_i \) iff \( \Sigma^i_0 \subseteq \Sigma^{i-1}_{i-1} \) [8]).

\[
[(\exists X, m)[F^A_m \in FQ(m-1, X)]] \Rightarrow A \in \text{P/poly}
\]

This cannot be improved to placing sets in \( \text{P} \) since there exists arbitrarily hard sets \( A \) such that \( (\exists m)[F^A_m \in FQ(1, A)] \) [2].

The first three theorems say that if some savings can be achieved in the computation of \( F^A_m \) then \( A \) has to be 'easy'. The proof of the second and third theorems points to \( \text{P/poly} \) being a plausible analogy of recursive.

In many proofs that a set is recursive (including the proof of Theorem 13) some nonconstructive finite information is coded into the Turing machine; in many proofs that sets are in \( \text{P/poly} \) (the second result stated above) some nonconstructive polynomial size information is needed for each \( n \).

3) Behavior of \( F^A_m \) for various \( A \) in a degree.

Theorems 15 and 18 imply that within each Turing degree a wide variety of behaviors for the hardness of \( F^A_m \) are possible. This is not the case for polynomial-Turing degrees: within the poly-Turing degree of SAT we have the following.

From [1]:

For all sets \( A \equiv^T SAT \),

\[
(\forall m, X)[F^A_m \notin FQ^{X(m-1)}] \text{ unless } \Sigma^P_2 = \Pi^P_2.
\]

There may be some polynomial-Turing degrees that contain sets that act very differently in terms of computing \( F^A_m \) with queries to some \( X \). It is an open problem to find which types of \( \text{pT} \)-degrees have such sets.

4) Cardinality. There does not seem to be any analog of the cardinality theorem for complexity theory.

Theorem 27:

\[
[(\exists m, X)[\#A_m \in FQ(m, X)]] \Rightarrow A \text{ is rec.}
\]

From [2]:

\[
[(\exists A)[(\forall m)[\#A_m \in P^{A[m]}]]
\]

The set \( A \) is extremely sparse. A possible upper bound might be that if \( \#A_m \) can be computed 'easily' then \( A \) is in \( \text{P/poly} \).

5) Verifying \( K \) versus verifying SAT.

Theorem 32:

\[
((\forall m \geq 2)[V^K_m \in Q(2, K) - Q(1, K)]
\]

From [24]: If \( \text{PH} \) does not collapse then

\[
((\forall m \geq 2)[V^K_m \in \text{P}[\text{SAT}[3]] - \text{P}^{\text{SAT}[1]}].
\]

The second result can be stated more precisely: \( V^K_m \in \text{P[\text{SAT}[1]]} \) iff \( \text{BHNP}[2] = \text{P[\text{SAT}[1]]} \). Hence, the second level of the boolean hierarchy, \( \text{[17]} \). This consequence of \( \text{V^K_m} \in \text{P[\text{SAT}[1]]} \) implies that \( \text{BHNP}[2] = \text{co-BHNP}[2] \), which by [11] implies that \( \text{P^{NP[\text{NP}[2]]}} = \text{PH} \).
The proofs of both upper bounds are similar and easy. The lower bounds were easier to obtain in recursion theory than in complexity theory.

6) Behavior of $V^A_m$ for various $A$ in a degree.

Theorems 33, 34, and 35 imply that within each Turing degree a wide variety of behaviors for the hardness of $V^A_m$ is possible. Not much is known for this problem in complexity theory.

7) Function Hierarchies.

Theorem 36:

(3i) $FQ(i, A) = FQ(i + 1, A) \Rightarrow A$ recursive.

From [1]:

(3i) $FP^i[A] = FP^i[A + 1] \Rightarrow A \in P/poly$.

Much like subsection 2, we see that $P/poly$ might be an analog for recursive.

8) $Q(i, K)$ versus $P^K[0]$

The main theorem in Section 10 is an exact statement of how $Q(i, K), Q_H(i, K)$ and $D_i$ relate. The same theorem holds with $Q(i, K)$ replaced by $P^{SAT}[i], Q_H(i, SAT)$ replaced by $P^{SAT}[i], and D_i$ replaced with $BH_{NP}(i)$.

Both the proof in recursion theory and the proof in complexity theory used the mindchange technique (see Theorem 41 for its use in recursion theory.) The proof in complexity theory was far harder since the mindchange technique is much subtler there. See [4, 50, 51] for an explanation of the mindchange technique in complexity theory.

9) Collapsing Set Hierarchies.

Theorem 45 is that there exists a nonrecursive $A$ such that

$$\forall i) Q(i, A) = Q(1, A).$$

In [2] it is shown that there exists $A \notin P$ such that


There are two ways to obtain the first result, one of which was presented in this paper. Nothing is known about what type of sets $A$ have the property $(\forall i) Q(1, A) = Q(i, A)$. The question of which types of sets have the property $(\forall i) P^A[i] = P^A[i]$ is better understood as the following is known:

If $P^A[i] = P^A[i + 1]$ then there exists a sparse set $S$ such that $A \leq_{NP,S} A$ [36].

(The definition of $X \leq_{NP,S} Y$ is that there exists an NP oracle Turing machine $M(x)$ such that $x \in X$ iff some path of $M^S(x)$ produces a string from $Z$.)

10) Classifying Problems.

In recursion theory bounded queries are used to classify functions from recursive graph theory (section 13). The usual method of classification in recursion theory, the arithmetic hierarchy, is not appropriate for two reasons: (1) it is used to classify sets, and (2) it is not fine enough.

In complexity theory Krentel [32] and Gasarch [25] have used bounded queries to classify functions that are optimization problems usually related to NP-complete problems. The usual method of classification in complexity theory, the polynomial hierarchy (and PSPACE), is not appropriate for two reasons: (1) it is used to classify sets, and (2) it is not fine enough.

In both recursion theory and complexity theory bounded queries have been useful as a measure of the difficulty of functions that is better suited to the task than prior methods.

15 Appendix

Proof of Theorem 18.

Proof:

We construct a set $A \in a$ such that

(1) $(\forall m) F^i_A \leq FQ(k \left[ \log \frac{m}{k} + 1 \right], A), but also

(2) $(\forall m, V) [F^i_A \leq FQ(k - 1 \left[ \log \frac{m}{k - 1} \right], A).$

The first we achieve by constructing $A$ to be the disjoint union of $k + 1$ semirecursive sets (as defined by Jockusch [29]). One of the semirecursive sets is used to code a set $\hat{A} \in a$. The
second we achieve by diagonalization.

We need \((\forall m)F^A_m \in FQ(k \left[ \log \frac{m}{k} + 1 \right], A)\).
We describe a type of set that will always have this property. Let \(\Pi_1, \ldots, \Pi_k\) be a recursive partition of \(\mathbb{N}\). We view \(\Pi_1, \ldots, \Pi_{k-1}\) as being isomorphic to the rationals. Let \(\leq_i\) be the ordering on \(\Pi_i\), viewed this way. We denote this ordering by \(\leq\) when \(i\) is clear.

Let \(\tilde{A} \in a\) be such that, for all \(m\), \(F^A_m \in FQ(n, \tilde{A})\) (such exists by Theorem 15). We construct \(A\) such that

i. For \(i\), \(1 \leq i \leq k - 1\), \(A \cap \Pi_i\) is closed downward under \(\leq_i\).

ii. \(A \cap \Pi_k\) is recursively isomorphic to \(\tilde{A}\); \(\tilde{A} \cap \Pi_k\) is recursively isomorphic to \(\mathbb{N} - \tilde{A}\).

(We denote this fact by \(A \cap \Pi_k \equiv \tilde{A}\).)

For any such \(A\), for all \(m\), \(F^A_m \in FQ(k \left[ \log \frac{m}{k} + 1 \right], A)\). Given \((x_1, \ldots, x_m)\), assume without loss of generality that

\[
x_1 \leq_1 \cdots \leq_1 x_i \in \Pi_1 \\
x_{i+1} \leq_2 \cdots \leq_2 x_{i+1} \in \Pi_1 \\
\vdots \\
.
\]

\[
x_{i+k-1} \leq_{k-1} \cdots \leq_{k-1} x_{i+k-1} \in \Pi_{k-1} \\
x_{i+k} \leq_{k+1} \cdots \leq_{k+1} x_{i+k} \in \Pi_k \quad (i_k = n).
\]

By using binary search on the first \(k - 1\) groups, and \(A \cap \Pi_k \equiv \tilde{A}\) on the last group, one can determine \(F^A_m(x_1, \ldots, x_m)\) with

\[
\sum_{i=1}^{k-1} \left[ \log (i_k + 1) \right] \leq k \left[ \log \frac{m}{k} + 1 \right] \text{ queries to } A.
\]

Since \(A \cap \Pi_k \equiv \tilde{A}\), we have \(\tilde{A} \leq A\).

We construct an \(A\) of this type that satisfies the following requirement:

\(R(e,m)\): For all \(X\)

- if \((\forall x)M^X_e(x)\) makes \(\leq (k - 1) \left[ \log \frac{m}{k} \right]\)
  queries then
  \(M^X_e(x)\) does not compute \(F^A_m(x)\).

The construction will be recursive in \(\tilde{A} \oplus K \equiv \tilde{A}\), hence \(A \leq \tilde{A}\). Since \(\tilde{A} \leq A\), \(A \in a\).

The construction is carried out in stages. At the end of stage \(s + 1\) we have parameters \(L_1, U_1, \ldots, L_{k-1}, U_{k-1}\) such that for all \(i\)

\(L_i, U_i \in \Pi_i\) and \(L_i \leq U_i\). We define \(A\) such that for all \(i\) the elements of \(\{ x \mid x < L_i \}\) are in \(A\) and the elements of \(\{ x \mid U_i < x \}\) are not in \(A\) (and never will be), the elements between \(L_i\) and \(U_i\) are not yet determined at the end of stage \(s + 1\). Since \(\leq_i\) is dense the number of elements of \(\Pi_i\) that are not determined is infinite.

CONSTRUCTION

Stage 0: Set \(A \cap \Pi_1 \equiv \tilde{A}\). Set \(L_1 = \cdots = L_{k-1} = -\infty\), and \(U_1 = \cdots = U_{k-1} = \infty\).

Stage \(s+1\): Let \(s = (e,m)\). We satisfy \(R(e,m)\).

Let \(p = \left[ \frac{m}{k-1} \right]\). Let \(x_1, \ldots, x_m\) be picked such that, for \(i\), \(1 \leq i \leq k - 1\),

\[
L_i < x_{(i-1)p+1} < \cdots < x_{ip} < U_i; \quad \text{and} \quad L_{k-1} < x_{(k-2)p+1} < \cdots < x_m < U_{k-1}.
\]

Run \(M^X_e(x_1, \ldots, x_m)\) pursing all query paths. If a query path asks more than \((k - 1) \left[ \log \frac{m}{k} \right]\) queries or diverges then it can be ignored (oracle \(K\) is used to check this). Let \(w_1, \ldots, w_N\) be all possible answers that are output. Note that \(N < 2^{(k-1) \left[ \log \frac{m}{k-1} \right]}\). Also note that by increasing \(L_i\) and/or decreasing \(U_i\) there are \((p+1)^2(k-2)(m-(k-2)p+2)\) possible ways to determine the membership of \(x_1, \ldots, x_m\). Since \(2^{(k-1) \left[ \log \frac{m}{k-1} \right]} < (p+1)^2(k-2)(m-(k-2)p+2)\) there exists a way to adjust the \(L_i\) and \(U_i\) to make all possible answers incorrect. Adjust \(L_i\) and \(U_i\) as such.
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