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Abstract

Poisson regression model is widely used in software quality modeling. When the response variable of a data set includes a large number of zeros, Poisson regression model will underestimate the probability of zeros. A zero-inflated model changes the mean structure of the pure Poisson model. The predictive quality is therefore improved. In this paper, we examine a full-scale industrial software system and develop two models, Poisson regression and zero-inflated Poisson regression. To our knowledge, this is the first study that introduces the zero-inflated Poisson regression model in software reliability. Comparing the predictive qualities of the two competing models, we conclude that for this system, the zero-inflated Poisson regression model is more appropriate in theory and practice.

Keywords: software quality modeling, Poisson regression model, zero-inflated Poisson regression model, nested models, Vuong hypothesis test, program module prone or not fault-prone. Some software quality modeling techniques are suited for prediction or classification, but not both. For example, logistic regression method is only used for classification [11] and multiple linear regression method is only used for prediction. Whereas, other approaches can be applied to both, such as Case Based Reasoning (CBR) [12] and count modeling methods. In this paper, we focus on examining the count models for prediction. Count modeling methods for classification purposes will be studied in our future work.

Count models where the response variable (dependent variable) values are non-negative integers are common in many areas, such as economics, social science and software reliability engineering [3, 15, 17]. Various techniques have been proposed by many researchers for count modeling, especially in the economics field. These techniques include Poisson regression model [2, 3, 10, 17], mixed-Poisson model [2, 3, 7, 9], truncated model [3, 8], hurdle model [2, 3, 8, 16] and zero-inflated model [9, 14, 16]. In software quality count modeling, research studies are mainly focused on the basic method – Poisson Regression Model (PRM) [17], while other techniques are rarely involved. In this paper, empirical studies were performed using the Poisson regression modeling and the Zero-Inflated Poisson (ZIP) regression modeling methods in full-scale industrial software systems. It is concluded that as compared to the PRM, the ZIP regression model is more appropriate when the response variable of the data set contains a large proportion of zeros. Applying the ZIP regression technique to software quality modeling is one of the contributions of this paper. To our knowledge, this is the first study that introduces the ZIP regression model in software reliability.

The Poisson regression model is the most popular method in count modeling. It requires equidispersion, i.e., the expected value of the response variable equals its variance. When a data set has a Poisson distribu-
2.1 Poisson Distribution

Let \( y \) be a random variable with Poisson distribution having parameter \( \mu \), that is,

\[
\Pr(y|\mu) = \frac{e^{-\mu} \mu^y}{y!} \quad \text{for } y = 0, 1, 2 \ldots.
\]

The Poisson distribution has the property that the expected value of \( y \) equals the variance of \( y \), which is known as equidispersion.

\[
E(y) = \text{Var}(y) = \mu,
\]

where \( E(\cdot) \) and \( \text{Var}(\cdot) \) represent the expected value and the variance respectively. The Poisson distribution can be derived from a stochastic process known as Poisson process [4].

2.2 Building Poisson Regression Model

The Poisson regression model assumes that the response variable is a count and has a Poisson distribution with mean \( \mu_i \), which is dependent on the covariates. Let \( (y_i, x_i) \) be an observation in the data set. Assume \( y_i \) given \( x_i \) has Poisson distribution with a density function:

\[
\Pr(y_i|\mu_i, x_i) = \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} \quad \text{for } y_i = 0, 1, 2 \ldots,
\]

where \( \mu_i \) is the mean value of the response variable \( y_i \). Since \( \mu_i \) is always positive, the link function, which demonstrates the relationship between the expected value of response variable and the covariates, generally has the logarithm form shown below.

\[
\ln(\mu_i) = \ln(E(y_i|x_i)) = x_i'\beta,
\]

where \( \ln\) means natural logarithm, \( x_i \) represents the covariates, \( x_i' \) represents the transpose of the vector \( x_i \) and \( \beta \) is a vector of the unknown parameters. Here, both \( x_i \) and \( \beta \) are vertical vectors. The expected value \( E(\cdot) \) is equivalent to the mean value denoted by \( \mu \) throughout this paper. Sometimes, the link function is also written in an exponential form:

\[
\mu_i = E(y_i|x_i) = e^{x_i'\beta}.
\]

According to the equidispersion property - Equation (2) of the Poisson distribution, it follows that

\[
\text{Var}(y_i|x_i) = e^{x_i'\beta},
\]

Equation (3) and Equation (4) jointly define the Poisson regression model.
2.3 PRM Maximum Likelihood Estimation

The standard estimation technique for PRM is Maximum Likelihood Estimation (MLE). Based on Equation (3), we have the likelihood function of the PRM as follows:

$$\mathcal{L}(\beta|y_i, x_i) = \prod_{i=1}^{n} \Pr(y_i|\mu_i, x_i) = \prod_{i=1}^{n} \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!}. \quad (7)$$

Substituting for \(\mu_i\) based on Equation (5), one can get the log-likelihood function of the PRM which is presented below:

$$\ln \mathcal{L}(\beta|y_i, x_i) = \sum_{i=1}^{n} \ln \Pr(y_i|\mu_i, x_i)$$

$$= \sum_{i=1}^{n} \{y_i x'_i \beta - e^{x'_i \beta} \ln y_i\}. \quad (8)$$

If \(\hat{\beta}\) is considered as an estimator of the actual \(\beta\), then the Poisson maximum likelihood estimator \(\hat{\beta}\) is the solution to the first-order condition:

$$\sum_{i=1}^{n} (y_i - e^{x'_i \beta} x_i) = 0. \quad (9)$$

The commonly used method to solve Equation (9) is Newton-Raphson iteration. Convergence is guaranteed, because the log-likelihood function is globally concave [3].

2.4 PRM Prediction

When the model is built, one can utilize this model to predict the response variable for each module. A prediction model for the PRM can be written as

$$\hat{y}_i = \hat{\mu}_i = e^{x'_i \beta} \quad \text{for} \quad i = 1, 2, \ldots. \quad (10)$$

3. Zero-Inflated Poisson Regression Model

In software quality modeling, it is often seen that a data set has excess zeros for the response variable. As pointed out before, a pure PRM is not suitable for this situation [9]. A zero-inflated count model is an effective way of dealing with this problem. A zero-inflated count model assumes that zeros can be generated by a different process than positive counts. Thus, this kind of model modifies the mean structure, so that the conditional variance and the probability of zero count increase. Mullahy used a With-Zeros (wz) model in his application [16]. In 1992, Lambert first introduced the zero-inflated Poisson regression model [14].

3.1 Definition

In a zero-inflated model, we group all zeros into two parts. One part comes from the perfect modules, i.e., modules with zero faults. The other part comes from the non-perfect modules where the number of faults follows some standard distribution. In a ZIP regression model, we introduce a parameter \(\psi\) which represents the probability of a module being perfect. Hence, the probability of the module being non-perfect is \(1 - \psi\). Also, we assume that in non-perfect modules, the number of faults follows a Poisson distribution.

Let the response variable \(y = (y_1, y_2, \ldots, y_n)\) be independent and

$$y_i = \begin{cases} \text{perfect} & \text{probability } \psi_i, \\ \text{non-perfect} \sim \text{Poisson}(\mu_i) & \text{probability } 1 - \psi_i. \end{cases}$$

The probability density function (pdf) of the ZIP regression model therefore is

$$\Pr(y_i|x_i, \psi_i) = \left\{ \begin{array}{ll} \psi_i + (1 - \psi_i)e^{-\mu_i}, & y_i = 0, \\ (1 - \psi_i)e^{-\mu_i} \frac{\mu_i^{y_i}}{y_i!}, & y_i = 1, 2, \ldots. \end{array} \right. \quad (11)$$

The ZIP regression model is obtained by adding the next two link functions:

$$\ln(\mu_i) = x'_i \beta$$
$$\logit(\psi_i) = \ln \frac{\psi_i}{1 - \psi_i} = x'_i \gamma, \quad (13)$$

where both \(\beta\) and \(\gamma\) represent the coefficient vectors of the covariates \(x_i\), but one serves as the log function of mean \(\mu_i\) and the other one serves as the logit function of probability \(\psi_i\) instead.

3.2 ZIP Maximum Likelihood Estimation

The standard estimation technique for ZIP regression model is also based on the maximum likelihood estimation. The joint likelihood function for a ZIP regression model is

$$\mathcal{L}(\beta, \gamma|y_i, x_i) = \prod_{i=1}^{n} \Pr(y_i|x_i, \psi_i)$$

$$= \prod_{y_i=0} \left\{ \psi_i + (1 - \psi_i)e^{-\mu_i} \right\} \cdot \prod_{y_i > 0} \left\{ (1 - \psi_i)e^{-\mu_i} \frac{\mu_i^{y_i}}{y_i!} \right\}. \quad (14)$$

Let \(1(y_i = 0)\) denote a function that its value is 1 when \(y_i = 0\) and 0 otherwise. The joint log-likelihood
function for the ZIP regression model therefore is
\[
\ln \mathcal{L}(\beta, \gamma | y_i, x_i) = \sum_{i=1}^{n} \left[ 1(y_i = 0) \ln(\exp(x_i' \gamma) + \exp(- \exp(x_i' \beta))) + (1 - 1(y_i = 0))(y_i x_i' \beta - \exp(x_i' \beta)) \right] - \sum_{i=1}^{n} \ln (1 + \exp(x_i' \gamma)).
\] (15)

Since \(y_i\) does not affect parameters estimation, terms involving factorials have been dropped from the computation of the log-likelihood function.

The Newton-Raphson algorithm can be used to maximize the log-likelihood function. Since the computation of the log-likelihood function,

\[
\text{perfect, where}
\]

\[
\text{where } n \text{ is the number of modules in the test data set,}
\]

\[
y_i \text{ and } \hat{y}_i \text{ represent the actual and predicted value of}
\]

the response variable. In ARE, since actual response variable may be zero, we use one more than the actual response variable as the denominator to make the definition always well-defined [13]. Lower values of ARE and AAE indicate better prediction quality.

5. Hypothesis Testing

Most hypothesis tests on the regression coefficient and dispersion parameters in count models can be obtained by applying the three classic hypothesis testing methods: Likelihood Ratio (LR) test, Wald test and Lagrange Multiplier (LM) test. But there are still some hypothesis tests which can not be obtained by directly using these methods. The main reason is that the relationship between the two models are different.

Given two conditional models, we can group the relationship between the two models into two categories: nested and non-nested models. Roughly speaking, two models are nested if one model is a special case of the other, whereas non-nested models imply that neither model can be represented as a special case of the other. Further distinction can be made in the non-nested case: overlapping and strict non-nested models. Overlapping means that the two models have some common specifications and strict non-nested means that the two models have no common specifications between them. LR, Wald and LM tests are suitable for the nested models [10]. But for the non-nested case, we may need to use different techniques. Many approaches were proposed such as [5, 6, 18]. In this paper, we use a method developed by Vuong [18].

Greene [10] pointed out that PRM and ZIP models are not nested. \(\psi_i = 0\) is necessary for the ZIP model to reduce to the PRM. However, this does not occur when setting the parameter \(\gamma\) in Equation (13) to 0. In fact, when \(\gamma = 0\), it is always true that \(\psi_i = 0.5\). Consequently, Greene used a test proposed by Vuong [18] for the non-nested models. Let \(\Pr_1(y_i | x_i)\) be the predicted probability of the first model, and \(\Pr_2(y_i | x_i)\) be the predicted probability of the second one. Let \(m_i\) be defined by:

\[
m_i = \ln \left( \frac{\Pr_1(y_i | x_i)}{\Pr_2(y_i | x_i)} \right).
\] (18)

Then, the Vuong’s statistic for testing nested hypothesis of model 1 versus model 2 is:

\[
v = \frac{\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} m_i \right)}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (m_i - \bar{m})^2}} = \frac{\sqrt{n}\bar{m}}{s_m},
\] (19)

where \(\bar{m}\) denotes the mean of \(m_i\), for \(i = 1, 2, 3, \ldots\), and \(s_m\) denotes the standard deviation of \(m_i\), for
$i = 1, 2, 3, \ldots$. Vuong’s statistic $v$ is used to test the hypothesis that $E(m_i) = 0$, i.e., for each module, the two models have the same predicted probabilities that the response variable equals its actual value $y_i$. Vuong showed that statistic is bidirectional and asymptotically normal. To compare the PRM and the ZIP regression model, we just replace $Pr_1(y_i | x_i)$ by the pdf of the ZIP regression model and replace $Pr_2(y_i | x_i)$ by the pdf of the PRM in Equation (18). For a given significance level $p$, if $v \geq Z_{1-p}/2$, then mode 1, ZIP, is chosen; if $v \leq -Z_{1-p}/2$, then model 2, PRM, is selected; otherwise, i.e., $|v| \leq Z_{1-p}/2$, either model can be selected. In this situation, we prefer the simpler model, PRM, for our study.

6. Case Study

6.1 System Description

In this case study, we used data collected from two very large Windows®-based software applications. These applications were very similar and contained common software code. Data collected from both applications, was analyzed simultaneously. These computer applications were written in C++ with 1211 source code files, and over 27.5 million lines of code in each application. Source code files were considered as modules in this case study. The metrics were collected using a combination of several tools and databases. Table 1 lists five soft w are metrics used in this data set. $Ins$ is a process metric and the other four are product metrics. These five metrics were used as independent variables. The response variable in this case study was $Fault$ the number of faults discovered in a source file during system test. In the system, about 67 percent of modules had no fault. The maximum number of the faults in one module was 97. Figure 1 shows the distribution of $Fault$.

6.2 Preprocess Data

We studied all 1211 modules and applied the data splitting technique to the data set, so the predictive quality of the models could be evaluated. The data set was impartially partitioned into fit and test data sets. Two thirds of the modules (807) were assigned to the fit data set and the remaining third (404) were assigned to the test data set. Table 2 shows the statistics for the $Fault$.

Table 1. Software product metrics

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ins$</td>
<td>Number of times the source file was inspected prior to system test release.</td>
</tr>
<tr>
<td>$BCode$</td>
<td>Number of lines of code for the source file prior to the coding phase. This represents auto-generated code.</td>
</tr>
<tr>
<td>$SCode$</td>
<td>Number of lines of code for the source file prior to system test release.</td>
</tr>
<tr>
<td>$BComm$</td>
<td>Number of lines of commented code for the source file prior to the coding phase. This represents auto-generated code.</td>
</tr>
<tr>
<td>$SComm$</td>
<td>Number of lines of commented code for the source file prior to system test release.</td>
</tr>
</tbody>
</table>

Table 2. Descriptive Statistics for $Fault$

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of Obs.</th>
<th>Average</th>
<th>stdDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>1211</td>
<td>1.53</td>
<td>5.33</td>
</tr>
<tr>
<td>Fit</td>
<td>807</td>
<td>1.58</td>
<td>5.60</td>
</tr>
<tr>
<td>Test</td>
<td>404</td>
<td>1.43</td>
<td>4.75</td>
</tr>
</tbody>
</table>

6.3 Building Count Models

Estimate Parameters of PRM. Based on the maximum likelihood estimation for the PRM, we estimated the Poisson regression parameters as shown in Table 3. The $Fault$ predicted by the PRM is given as

$$Fault_{PRM} = \exp(\hat{\beta}_0 + \hat{\beta}_1 Ins + \hat{\beta}_2 BCode + \hat{\beta}_3 SCode + \hat{\beta}_4 BComm + \hat{\beta}_5 SComm).$$ (20)

Observing Table 3, we found that $\hat{\beta}_0$ is negative, while others are positive. This implies that the variable $Fault$ increases as each independent variable increases.

Estimate Parameters of ZIP Model. In this system, two thirds of the modules had no fault. We built the zero-inflated Poisson model using the fit data set. The ZIP parameters were estimated by the MLE technique and the results are shown in Table 3. The $Fault$ prediction for the ZIP model therefore is given as

$$Fault_{ZIP} = \frac{\exp(\hat{\beta}_0 + \hat{\beta}_1 Ins + \hat{\beta}_2 BCode + \hat{\beta}_3 SCode + \hat{\beta}_4 BComm + \hat{\beta}_5 SComm)}{1 + \exp(\gamma_0 + \gamma_1 Ins + \gamma_2 BCode + \gamma_3 SCode + \gamma_4 BComm + \gamma_5 SComm)}.$$ (21)
6.4 Testing for Zero-Inflation

We applied Vuong’s hypothesis test described in section 5 to this case study. The test statistic $v$ is 7.25. This implies that the ZIP model is more appropriate at the significance level of less than 1% ($p < 0.01$).

6.5 Comparisons

We used AAE and ARE to evaluate the predictive qualities of the models. We found out that AAE and ARE of the ZIP model are significantly less than those of its PRM counterpart. This demonstrates that the ZIP model on average has better predictive accuracy than the PRM. Table 4 summarizes prediction qualities of this system. Standard deviation of absolute error and relative error are denoted by std AE and std RE respectively. The upper half of the table lists the statistics of PRM and lower half of the table lists the statistics of the ZIP model. For each model, we report three values: Total, Zero and NonZero. Total means the entire test data set which consists of 404 modules. We further divided our test data set into Zero and NonZero parts. The modules whose response variable values were zeros were assigned to the Zero part. Conversely, those whose response variable values were not zeros were assigned to NonZero part. The number of modules in Zero and NonZero parts are 270 and 134 respectively. To compare the statistics of the two models, we used the Z-test [1]. The Z-test results are shown in Table 5. We summarize our findings below.

1. The ZIP model has better predictive accuracy than the PRM. This is indicated by the values of both AAE and ARE in Table 4.

2. AAE of the ZIP model is lower than its PRM counterpart.

Table 3. Regression Models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PRM</th>
<th>ZIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>-0.271365</td>
<td>1.58764</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.035910</td>
<td>-0.27403</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.000443</td>
<td>0.00192</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.000197</td>
<td>-0.00633</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.005174</td>
<td>-0.00705</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.000674</td>
<td>0.00385</td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>-</td>
<td>0.89976</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>-</td>
<td>0.02547</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>-</td>
<td>0.00013</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>-</td>
<td>0.00022</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>-</td>
<td>0.00250</td>
</tr>
<tr>
<td>$\gamma_5$</td>
<td>-</td>
<td>0.00047</td>
</tr>
</tbody>
</table>

Table 4. Prediction Qualities

<table>
<thead>
<tr>
<th>Models</th>
<th>Statistics</th>
<th>Total</th>
<th>Zero</th>
<th>NonZero</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRM</td>
<td>AAE</td>
<td>2.2848</td>
<td>0.9627</td>
<td>4.9488</td>
</tr>
<tr>
<td></td>
<td>ARE</td>
<td>0.8193</td>
<td>0.9627</td>
<td>0.5304</td>
</tr>
<tr>
<td></td>
<td>std AE</td>
<td>10.1928</td>
<td>0.1592</td>
<td>17.4371</td>
</tr>
<tr>
<td></td>
<td>std RE</td>
<td>0.6391</td>
<td>0.1592</td>
<td>1.0299</td>
</tr>
<tr>
<td>ZIP</td>
<td>AAE</td>
<td>1.4307</td>
<td>0.7847</td>
<td>2.7023</td>
</tr>
<tr>
<td></td>
<td>ARE</td>
<td>0.6759</td>
<td>0.7847</td>
<td>0.4365</td>
</tr>
<tr>
<td></td>
<td>std AE</td>
<td>2.6393</td>
<td>0.4027</td>
<td>4.379</td>
</tr>
<tr>
<td></td>
<td>std RE</td>
<td>0.4518</td>
<td>0.4027</td>
<td>0.467</td>
</tr>
</tbody>
</table>

Figure 1. Distribution of Fault
Table 5. Z - Test Statistics

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Data</th>
<th>Z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAE</td>
<td>Total</td>
<td>1.65</td>
<td>0.04947</td>
</tr>
<tr>
<td></td>
<td>Zero</td>
<td>6.75</td>
<td>&lt;0.00002</td>
</tr>
<tr>
<td></td>
<td>NonZero</td>
<td>1.45</td>
<td>0.07353</td>
</tr>
<tr>
<td>ARE</td>
<td>Total</td>
<td>3.68</td>
<td>0.00012</td>
</tr>
<tr>
<td></td>
<td>Zero</td>
<td>6.75</td>
<td>&lt;0.00002</td>
</tr>
<tr>
<td></td>
<td>NonZero</td>
<td>0.76</td>
<td>0.22363</td>
</tr>
</tbody>
</table>

Figure 2. AAEs of Test Data Set

Figure 3. AREs of Test Data Set

7. Conclusions

In this paper, we discussed two count models, PRM and ZIP. PRM is the most commonly used count model in software reliability engineering, but it assumes equidispersion. When the response variable set has a large proportion of zeros, PRM is not appropriate. Zero-inflated models such as ZIP can be considered. This kind of model increases the conditional variance and probability of zero count by modifying the mean structure. One contribution of this paper is that to our knowledge, this is the first application of the ZIP technique for building software quality models. In our case study, we first developed two count models, PRM and ZIP, for a full-scale industrial software system and then performed a hypothesis test, PRM versus ZIP. Since the relationship between PRM and ZIP is not nested, we used a test proposed by Vuong instead of the generally used LR test. Vuong’s test showed that the ZIP regression model fits better for this case study. Finally, we compared the predictive qualities of the two competing models and concluded that the ZIP regression model predicts better than the PRM, which agrees with our hypothesis testing result. Similar results were obtained for another case study. Future work will investigate other count modeling techniques and compare them with PRM and ZIP model.
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