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ABSTRACT

There is an increasing need and desire to develop systems by combining components that are written in different languages and/or that are run on different kinds of machines. Success at this depends in large part on the interoperability of the components—that is, the ability of the components to communicate and work together despite their differing backgrounds. While most previous approaches to interoperability have provided support at the representation level, we are pursuing an approach that provides support at the specification level. We have developed a model of such support that consists of four components: 1) a unified type model, which is a notation for describing the entities to be shared by interoperating programs; 2) language bindings, which connect the type models of the languages to the unified type model; 3) underlying implementations, which realize the types used by the different interoperating programs; and 4) automated assistance, which eases the task of combining components into an interoperable whole. In this paper we discuss the representation level and specification level approaches to interoperability, describe our current prototype realization of the specification level approach and our experience with its use, and outline our plans for extending both the approach and its realization.

1 Introduction

Support for interoperability is becoming increasingly important with the advent of more and larger evolving, heterogeneous computing systems. By interoperability we mean the ability of two or more programs to communicate or work together despite having been written in different languages or language dialects. Frequently, interoperability also implies communication between two or more different execution domains, which may range from different run-time support systems within a single processor to physically distinct processors within a distributed computing system.

The need for interoperability arises in many contexts. Generally, the desire to combine programs written in different languages springs from the availability of specific capabilities in some particular language, processor or existing program. Thus, for example, the number-crunching power of a vector processor and the availability of a particular numerical analysis routine in Fortran might entice a programmer to attempt interoperation of a Lisp program running on a workstation and Fortran code running on the vector processor.

A central issue in supporting interoperability is achieving type correspondence so that entities, such as data objects or procedures, used in one program can be shared by another program that may be written in a different language or running on a different kind of processor. While most previous approaches to interoperability have provided support for type correspondence at the representation level, we are pursuing an approach that will support correspondences defined at the type specification level. Representation level interoperability (RLI) provides a means for overcoming differences in the ways that different machines or programming languages implement simple types. Thus, RLI hides such differences as byte orders, floating-point precisions or array accessing mechanisms. Specification level interoperability (SLI) extends RLI by hiding representation differences for abstract types as well. For instance, where RLI would hide the byte orders of array elements used to represent a stack object, SLI would hide the fact that the stack was represented as an array. Hence, with SLI, representation of the stack as an array or as a linked list or both is made irrelevant to the interoperability of the programs sharing the stack.

Thus, SLI extends RLI in ways that offer several significant advantages. Most importantly, it increases the degree of information hiding, thereby reducing the extent to which interoperating programs depend on low-level details of each others’ data representations. Moreover, it prevents the misuse of shared data objects (i.e., violations of the intended abstractions), which could easily occur under the RLI approach. SLI allows much greater flexibility in implementation approaches and hence more opportunities for optimization. Finally, SLI increases the range of languages and types that can participate in interoperation.
In this paper we present the SLI approach and describe our prototype realization of that approach. We begin by discussing our motivating example, namely interoperability in software environments. We then describe the representation level and specification level approaches and related work in this area. Next, we present a model of support for SLI, a description of our initial prototype, and a report of some actual experiences with SLI and our prototype. We conclude with a discussion of our future plans.

2 Interoperability in Environments

Our work on support for interoperability originated as part of our research on object management for next generation software development environments [9,26]. This research is being done as part of the Arcadia project [23], a collaborative software environment research program encompassing groups at several universities and industrial organizations. The objective of Arcadia is to develop advanced software environment technology and to demonstrate this technology through prototype environments.

Three important goals of next generation software development environments, such as those envisioned by Arcadia, are extensibility, integration and broad scope. In particular, Arcadia environments are intended to be extensible in order to support experimental investigation of software process models and evaluation of novel tools in the context of a complete environment. At the same time, Arcadia environments must remain integrated, both externally, to aid users of the extended functionality, and internally, to facilitate tool cooperation, environment maintenance and further extension. Arcadia environments are also intended to be broad in scope, i.e., to support a wide variety of development activities, not merely monolingual program development and execution, and therefore to include many different kinds of tools and objects.

These goals require that Arcadia environments facilitate the addition, modification and replacement of any and all kinds of environment components, which are such things as tools, management data or process descriptions. This, in turn, leads us directly to the need for interoperability support as an important component of the Arcadia object management infrastructure.

For example, building prototype components for Arcadia has frequently led to a need for interoperation between programs written in different languages. Most often this has arisen when a tool written in Ada has needed the capabilities available in a utility written in C, such as a window manager or an object storage manager. The situation illustrated by the current prototype of the CEDL Constrained Expression Toolset [4], which implements a technique for analyzing behavioral properties of concurrent software systems, is slightly more complicated. The prototype toolset, as shown in Figure 1, consists of a deriver, written in Ada, that produces constrained expression representations of concurrent system behavior from system descriptions in an Ada-like design language called CEDL. The constrained expressions that it produces are then operated upon by either an inequality generator or a behavior generator, both of which are written in Lisp. The inequalities generated by the former are input to an integer programming package, which is written in Fortran.

We expect that such multilingual interoperating sets of tools will be very common in the coming generation of integrated, extensible, broad-scope environments like those envisioned by Arcadia. The need to import existing tools or utilities will be an especially significant reason for supporting this kind of interoperability.

Interoperation between programs running on different processors in a distributed computing system is also likely to be a necessity in the next generation of environments. Environments, like other complex, multi-faceted software, will need to exploit the specialized capabilities of powerful numerical processors, graphics stations, storage servers or other such hardware in a distributed system. In building prototype components for Arcadia we have already encountered several situations where interoperation across multiple machines in a distributed system was necessary. For example, the prototype Constrained Expression Toolset cannot currently be run on any single processor in our computing system because the Ada system needed for running the deriver and the Lisp system needed for running the inequality generator and behavior generator do not coexist on any of our workstations. In the future we anticipate even more opportunities for interoperation across different processors to arise within Arcadia. For instance, future versions of the Constrained Expression Toolset are expected to use specialized numerical processors for running the integer programming component.

3 Approaches to Supporting Interoperability

Any approach to supporting interoperability must address two aspects of cooperation among programs:

- execution model issues: How is the execution of the interoperating programs coordinated?
- type model issues: How are correspondences established among the ways interoperating programs manipulate a given shared entity?

Execution model issues can become problematic if the interoperating programs are based on very different underlying execution models, such as a dataflow model and a logic programming model.\footnote{It could be argued that both of these examples, as well as such mechanisms as "active data" or "triggers", represent intermingling of execution model and data model issues. It is possible that some perspective that separated those components would make such mechanisms fit more smoothly into the framework presented here.} In the vast majority of cases,
However, the interoperating programs are likely to share some notion of procedure or function call, or some concurrent communication mechanism, such as synchronous or asynchronous message passing. Thus, most existing approaches to support for interoperability have been based on the idea of the remote procedure call (RPC) [7] for coordinating the execution of the interoperating programs. Such mechanisms are in common use today (e.g., [8, 19, 22, 25]). Of course, RPC mechanisms involve some type model issues as well (see below).

As indicated earlier, we believe that type model issues present the more challenging problems with the more interesting range of possibilities. Furthermore, we believe that there are significant advantages to addressing these issues at the type specification level rather than only at the type representation level. In the remainder of this section we elaborate on this view.

3.1 Representation Level Interoperability (RLI)

Most approaches to supporting interoperability have been based on establishing correspondence of data types at the representation level. That is, they have been primarily concerned with how the representations of simple types, such as integers, floating-point numbers or characters, differ in different languages or on different processors and have primarily focused on ways to map between those different representations.

The earliest form of this approach involved interoperating through ASCII representations of data, where the data were communicated between the "interoperating" programs via files. This required the programs themselves to translate the data either into or out of the ASCII representation. Of course, languages often provided some automated support for this processing (e.g., the Fortran format statement).

The UNIX² operating system supports interoperability via pipes (untyped byte streams) through which two interoperating programs can communicate. The byte stream can encode any type of data. So, as long as the interoperating programs agree on how to interpret the bytes, they can share data of any type. Again, this requires the programs at either end of the pipe to translate the shared data from its actual type into the byte stream representation and back again.

The data description components of RPC-based systems take this idea a step further by allowing data types within a single, fixed language domain to be passed from process to process. Not only do RPC mechanisms abstract away details of the communications protocol (e.g., below the ISO transport layer), but they can also abstract away representational discrepancies among machines and within the fixed language domain (e.g., byte-orderings, floating-point precisions). Support for this independence of representation was not totally automated in some earlier efforts (such as those cited above); the code that translates between physical representations needed to be written by hand.

More recent RPC mechanisms, such as NCS [3] and HRPC [6], automate the generation of code that maps the representations of data types within a program from one machine to another via an intermediate interface description language such as HP/Apollo's NIDL [3] or Xerox's Courier [29]. Although these two systems can only generate interface code in a single language (C in both cases), their approach seems to lend itself well to supporting additional languages without too much extra effort.

Several systems, such as MLP [12], Q [18], Horus [11], and Matchmaker [14], have taken the additional step of providing RPC-based support for mixed-language programming. For example, MLP defines a Universal Type System (UTS) for describing objects that are passed among programs in various language domains. UTS builds up types from primitives such as "integer" and "float" via constructors such as "array" and "record" in a manner similar to what would be done in a language like Pascal. It communicates data among language domains by providing a small set of standard routines that must be implemented for each language. Programmers use these routines within their code to do translation from their language domains to UTS and vice versa. MLP was not designed with a particular set of languages in mind and, therefore, it appears to be applicable to a fairly wide variety of languages. The same is true of Horus and Matchmaker.

---

²UNIX is a registered trademark of AT&T.
interoperation between C and Ada programs across a heterogeneous network. It is an explicit extension of Sun's XDR/RPC, an existing RPC mechanism that only supports C data types. Like MLP, Q also uses a “constructive”, representation level approach to building up the values that are transmitted between programs. Another, similar attempt at multilingual interoperability is the Mercury project [16], which is designed to support interoperability among the C, Lisp and Argus [17] language domains.

Representation level support for interoperability is both useful and necessary. In our view, however, it has several shortcomings. Chief among these is the fact that RLI is only applicable to low-level simple types (e.g., integers) or compound simple types (e.g., arrays of integers). In particular, RLI does not support abstract types, such as “stack” or “abstract syntax tree”. This not only makes RLI awkward to use in conjunction with modern languages having rich and extensible typing mechanisms (Ada, C++, CLOS, etc.), but also leads to low-level dependencies on type representations between interoperating programs. For example, if two programs employ an RLI approach to sharing a stack data object, then both programs would be forced to use the same representation of the stack, such as an array with an integer index pointing to the “top” item, or as a linked list of records of a particular form.

Furthermore, RLI limits the flexibility and extensibility available in interoperating systems. Its reliance on isomorphism of low-level structures inhibits interoperation through similar but not identical types of entities and eliminates any possibility of using different underlying representations for different instances of the same type, thus foreclosing opportunities for optimization of representations.

### 3.2 Specification Level Interoperability (SLI)

Specification level interoperability overcomes the shortcomings associated with representation level interoperability. Rather than focusing on the mapping between different representations of a type, SLI focuses on support for common definitions of a type’s properties. The SLI approach thereby attains the benefits of abstraction and information hiding for interoperating programs, encouraging the use of entity descriptions (i.e., type definitions) that promote the overall organization of a software system. By raising the level of cooperation from isomorphism of representation to equivalence of overlapping properties of shared types, SLI eliminates low-level dependencies among interoperating programs, enables interoperation through similar but not identical entity types, and permits differing representations for different instances of a type, thus allowing for optimized representations. Of course, SLI depends upon RLI mechanisms, essentially subsuming RLI in those cases involving simple types.

One possible approach to achieving specification level interoperability would be to impose a single type model on all the languages in which interoperating programs are to be written. Since the type definitions of all entities to be shared by all interoperating programs would then, necessarily, be directly comparable, establishing the necessary type correspondences would be straightforward. Of course, such an approach is tantamount to imposing a single programming language on the implementors of all potentially interoperating programs. Herlihy and Liskov [13] have taken this approach using the CLU language, though they suggest that it can be used with any language that supports abstract data types. Emerald [8] is a language that supports multiple representations of objects across different machines, but again the assumption is that all interoperating programs are written in the same language, namely Emerald.

A similar, although somewhat restricted, approach is to enhance the type model of a language with interoperability support for some subset of entity types. For example, our work on PGraphite [27] is aimed at extending the Ada type model to better support persistent, attributed, directed graph objects that can be shared by multiple Ada programs. IDL [1] is a similar tool primarily oriented toward attributed, directed graph objects in C. The advantage provided by both PGraphite and IDL is that of high degree of automation; PGraphite, for example, automatically generates implementations of graph abstract data types from declarative specifications. Such support is not available with the single-language approaches typified by CLU and Emerald, in which programmers must manually develop implementation code for any ADT they define.

A third approach is to support a restricted set of entity types, but for several languages, not just one. This approach is exemplified by embedded relational database query languages (e.g., [21]), where the supported set of entity types include “relation” and “tuple” in addition to simple types, such as “integer” and “character”. When query language embeddings are defined for several programming languages, database objects can be shared among different language domains.

The approaches described above, if sufficiently refined and extended, could eventually lead to an “ideal” type model for programming languages, at least for particular application areas. While research into such a type model is a worthwhile enterprise, it is unlikely to produce an acceptable and general solution to the interoperability problem soon (if ever). Hence, we are pursuing a somewhat different approach to SLI. In the following sections we elaborate on our approach, describe our initial prototype realization of it and relate our experience in using it.

### 4 A Model of Support for SLI

Under our approach, support for specification level interoperability is based on four components:
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77
1. **A Unified Type Model (UTM):** A UTM is a notation for describing the types of entities that are to be shared by interoperating programs. UTM type definitions supplement but do not replace the type definitions for the shared entities that are expressed in the language(s) in which the interoperating programs are written. A UTM must be a **unified** model, in the sense that it is sufficient for describing those properties of an entity's type that are relevant from the perspective of any of the interoperating programs that share instances of that type. Hence, a UTM should be capable of expressing high-level, abstract descriptions of the properties of a broad range of types, but need not adhere too closely to the syntax or type definition style of any particular programming language.

2. **Language Bindings:** Given a UTM and a particular programming language, there must be a way to relate the relevant parts of a type definition as given in the language to a definition as given in the UTM. Each such mapping between a UTM and a particular language is referred to as a language binding. Note that not all aspects of a UTM must be mappable to a given language, but only those that are, or could be, relevant to programs in that language. Hence, a set of different bindings could be defined for a given language, each providing mappings for only those UTM aspects relevant to a particular interoperating program written in that language.

3. **Underlying Implementations:** The combination of a UTM type definition and a language binding induces an interface through which an interoperating program written in that language can manipulate instances of that entity type. Underneath the interface will be one or more representations for data objects and code to implement procedures, such as the procedures (i.e., operations) that the interface provides for manipulating the data objects. A major benefit of the SLI approach is that all such details of implementation are hidden from the interoperating programs by the interface. This permits experimentation with alternative implementations, "rapid prototyping" development styles in which "quick and dirty" implementations can later be improved without affecting the interoperating program, or even heterogeneous representations for the same type so that different instances can be optimized for different kinds of manipulations (e.g., navigational access vs. associative access to different collections of data of some particular kind).

4. **Automated Assistance:** Although SLI can be beneficially employed using entirely manual methods, its value is greatly increased through automated support. In particular, someone creating a UTM definition would be greatly aided by a library of pre-existing UTM type definitions, language bindings and underlying implementations, plus a browser for exploring that library. An automatic generation tool would also be valuable. Such a tool would, for example, take a UTM type definition, plus specifications for the desired language binding and underlying implementation (possibly indicated interactively through a selection capability in the browser), and generate the corresponding interface.

Following is a scenario that illustrates how we envision a full-scale realization of the model being used. The next section describes our initial prototype, which provides a subset of the capabilities listed above.

Suppose that a newly developed program is to be integrated with an existing set of programs. The implementor of the new program might begin by determining which objects used by programs in the existing set would need to be shared with the new program. In the case of objects that are already shared among the existing programs or whose sharing had been anticipated by their developers, UTM definitions for their types might be found by browsing the type definition library. In other cases, new type definitions might be created using the UTM notation, possibly by finding and modifying or extending existing definitions from the library. In a similar fashion, the implementor would find or create appropriate language bindings for the language(s) in which the program is to be implemented, and find or create suitable implementations. Using the automatic generation tool, the implementor would then produce the necessary interface in the implementation language selected for the program, plus any representation and code needed to effect the implementation of object instances. The representation and code could be as simple as RPCs to operations that were part of the existing implementations of the object types in the existing set of programs. In such a case, the automatic generation tool could produce them completely given only the specification stating that this was the desired implementation.

Much more complex situations could also be supported, such as the definition of a completely new implementation with corresponding modifications to the pre-existing programs' interfaces to objects of this type or creation of bi-directional translation linkages between the two implementations. In such situations, the automatic generation tool's role would be more limited, but the role of the library and browser in aiding future implementors wishing to interoperate with objects of this type would correspondingly more important.

5. **An Initial Prototype Realization of SLI**

To demonstrate the feasibility of SLI and to support experimentation with the model of SLI presented in Section 4, we have developed an initial prototype realization of the model that provides a subset of its capabilities. This prototype realization consists of a first approximation to a unified type model, called UTM-0, bindings for the Lisp and
Ada programming languages, one implementation strategy, and the UTM-0 automated generator shown in Figure 2. The automated generator accepts type definitions in the UTM-0 notation, plus binding and implementation information, and produces a standard interface specification (SIS) and a corresponding implementation for each of the entities described in the UTM-0 input. By "standard" we mean that, for a given target programming language, the UTM-0 automated generator will always produce the same interface specification from the same UTM-0 input. In fact, the Lisp and Ada SISs that are generated from a given UTM-0 description are essentially identical, differing only in the syntax used to express them. The implementations attached to those SISs by the automated generator may vary widely, depending upon the implementation information that was provided with the UTM-0 definitions. The implementations, of course, are completely invisible to the interoperating programs, which need only be concerned with the SISs.

In this section, we describe each of the components of our initial prototype realization of SLI. We illustrate the use of these components through an example in which we applied the UTM-0 automated generator to achieve interoperability between some of the components of the Constrained Expression Toolset described in Section 2.

5.1 Definition of UTM-0

UTM-0 consists of a set of type definition primitives, a set of "special" types, and some semantics for manipulation of instances of types. We present a brief overview of UTM-0 here (a more detailed description can be found in [28]) and an example of its use in Section 5.2.

The type definition primitives of UTM-0 are based on the approach used in the OROS type model [20] and are similar to those found in other recently proposed type models (e.g., [2, 10, 24, 30]). Like OROS, UTM-0 distinguishes three basic classes of types: object types, relationship types and operation types. Intuitively, object types are used to describe things whose state is their most interesting property, operation types are used to describe things that manipulate or transform other things, and relationship types are used to describe things that represent connections among other things. UTM-0 uses the word "entity" to encompass all things; thus object types, relationship types and operation types are all also entity types.

Using UTM-0, types are defined in terms of a set of properties and in terms of their relationships to other types (intertype relationships). The properties of a type are the operations that can be applied to its instances, relationships in which its instances can participate, and possibly a signature. The intertype relationships include inheritance of properties, explicit differentiation of properties relative to those other types, and subtyping. Types defined using UTM-0 have names and can be parameterized.

UTM-0 supports multiple inheritance, with the parents field of a type definition listing the inherited types. The UTM-0 rules for inheritance are fairly simple. They are as follows: if type T lists type P as a parent, T inherits P's parents (recursively) and all of P's associated operations and relationships. If P has a signature, it is prepended to T's signature (if any). If there is a naming conflict among multiple parents, the parent listed first prevails. The UTM-0 model also supports the concept of subtyping, whereby if type S is a subtype of T (S conforms to T), an instance of type S can be used wherever an instance of T is called for. The UTM-0 subtyping rules, which are based on those of OROS, are detailed in [28].

The remainder of the UTM-0 definition consists of definitions of some special types, criteria for type equivalence, and semantics for instance manipulation.

The most important special types in UTM-0 are the four primitive types in terms of which all other types are defined, namely entity, object, relationship and operation. Their definitions, in turn, involve some further operation and relationship types. Since they are used in defining the primitive types, these types are also considered "special" and are referred to as primitive operation and primitive relationship types. The final category of special types is the simple object types, which can include such commonly used object types as integer, character and real. Just as the primitive operations are subtypes of operation, the simple object types are subtypes of object. Simple object types differ from all others in that they have more limited semantics.

UTM-0 defines a fairly simple semantics for manipulation of instances of types. A variable of a simple object type holds a value (e.g., the integer 17), while variables of other entity types hold pointers to the entities themselves. Semantics for assignment and entity equivalence follow directly from this dichotomy. Assignment for simple objects is done by copying their values, while assignment for other entities is done by copying pointers. Similarly, equivalence among simple objects implies equal values, while among other entities it implies equal pointers.

Finally, the UTM-0 definition includes a library of useful type definitions. This "standard library" includes simple object types such as integer, character and real. It also includes several parametric types that define commonly-used aggregates, such as array[T], relation[T] and sequence[T]. Hence UTM-0 provides a superset of the type definition capabilities available in an RLI type description language such as NIDL or Courier.

5.2 UTM-0 Example

The Constrained Expression Toolset is a collection of tools that must interoperate to perform their individual tasks. As discussed in Section 2, the derive component, which
is written in Ada, accepts a CEDL description of a concurrent system and produces a constrained expression representation of the system in the form of a tree (a constrained expression abstract syntax tree, hereafter abbreviated CEAST). The behavior generator and inequality generator components are written in Common Lisp, and each of these tools uses the information stored in the CEAST. Because the CEAST is an Ada object, however, it had been impossible for the Lisp tools to manipulate the tree directly.

Originally, as an interim solution, another Ada tool was written to translate the CEAST into an ASCII representation of a Lisp S-expression encoding of the tree, which was written to a file. The Lisp tools then read the file and manipulated the S-expression. As an experiment in applying the SLI approach, we decided to use our initial prototype realization of SLI to generate a replacement for the interim solution. The first step in this process was to create the appropriate UTM-0 description for the CEAST. Part of that UTM-0 description appears in Figure 3.

The description contains definitions of two object types: Node, which describes properties of graph nodes in general, and CEAST_Node, which describes the properties of the specific kinds of nodes that appear in CEAST graphs. Note that CEAST_Node inherits from Node, so that the operations that apply to Node objects (creation, deletion, and determining what kind a node is) plus the additional operations that apply to nodes of type CEAST_Node (for manipulating the specific kinds of attributes that this kind of node contains) all apply to CEAST_Node objects. Also included in the UTM-0 description of CEAST nodes are definitions of the various operation types that are part of these two object type definitions.

5.3 The Language Bindings

As mentioned in Section 4, there must be at least one language binding for each programming language in which interoperating programs are written. Each language binding maps UTM definitions to syntactic constructs within a particular language. This essentially comes down to determining which language constructs correspond most closely with object, operation, and relationship type definitions. We have defined two language bindings for our prototype so far: one for Ada and one for Common Lisp.

Because Ada is so supportive of abstract type definitions, it was relatively easy to produce an Ada language binding. We define all object and relationship types to be private types. Operation types are represented as either procedure or function declarations, depending on how the user specifies the code that implements them. Since object and relationship types are declared to be private, their representations are completely hidden from the user, which makes providing low-level representational optimizations transparent. Figure 4 illustrates how the Ada binding applies to the UTM-0 description of the CEAST example.

Our language binding for Common Lisp is similar to the Ada binding. We define object and relationship types with the predefined function deftype, and use defun to implement all operation types. Figure 5 illustrates how the Lisp binding applies to the UTM-0 description of the CEAST example. Because abstract data typing is not a part of the
object type Node is
operations:
    Kind : KindOperation;
    Create : CreateNodeOperation;
    Delete : DeleteNodeOperation;
end

operation type CreateNodeOperation is
signature:
    ( TheKind : in String;
      TheNode : out Node)
end

operation type GetSymbolAttributeOperation is
signature:
    ( TheNode : in Node;
      TheAttributeName : in String;
      TheValue : out Symbol)
end

operation type PutSymbolAttributeOperation is
signature:
    ( TheNode : in Node;
      TheAttributeName : in String;
      TheValue : in Symbol)
end

Figure 3: Part of the UTM-0 Description of CEAST.

Common Lisp language definition, however, it is not possible to achieve the same degree of enforced encapsulation as in Ada. With disciplined use of a Lisp SIS, it is nevertheless possible to obtain the same degree of representational independence. We believe that CLOS [15] provides better support for the definition of abstract types, and it is likely that we will implement a CLOS binding in the near future.

Of course, both the Ada and the Lisp bindings include bindings for the simple object types as well. Our initial prototype realization uses the obvious bindings for the integer and character simple object types, which are all that are needed for our first set of experimental applications. Future prototypes will include a more thorough treatment of bindings for simple object types, integrating more of the features found in existing RLI type definition mechanisms.

5.4 Generating the SISs and Corresponding Implementations

Using the straightforward mapping rules implied by each language binding, it is not difficult to generate a standard interface specification to the entities specified in a UTM-0 description. However, it is considerably more difficult to generate the actual implementations of those entities (i.e., the underlying representations of object and relationship types, and the code that implements operation types). In our initial prototype realization, entities may be implemented in one of two ways: with user-specified source code, or by interfacing to an existing SIS for the entity that has already been processed by the UTM-0 automated genera-
In the former situation, producing an implementation corresponding to a given SIS is a relatively simple process. The UTM-0 automated generator contains an additional language-recognizer component for each of the relevant implementation languages, which is used to parse user-supplied implementations and turn them into a standard internal representation. The parsed implementations are then used, along with the output of the language binding component, by the language-code generator to produce the SIS and its corresponding implementation.

Figure 6a illustrates this case. To produce the Ada SIS and corresponding implementation for the CEAST type, we provided the UTM-0 automated generator with the UTM-0 description of the CEAST type and an Ada package body that implemented the types and operations specified in that description. The package body itself had been previously generated from a declarative description of the CEAST graph type using our PGraphite tool [27]. The automated generator then produced the appropriate Ada SIS (Figure 4) and an implementation of that SIS using the package body that we had provided.

Generating a corresponding implementation for a given SIS when entities that it defines are to be implemented by existing SISs is handled somewhat differently. When the existing SIS is written in the same language as the one being generated, it is not difficult to "import" the existing definitions and make the appropriate operation calls. The real advantage of the automated generator, however, becomes apparent when the existing SIS is written in a different language, since this is when serious type correspondence issues arise.

Figure 6b illustrates this case. To produce the Lisp SIS and corresponding implementation for the CEAST type, we provided the UTM-0 automated generator with the UTM-0 description of the CEAST type and a specification of the correspondence between various parts of the UTM-0 description and parts of the Ada SIS. Although we created the specification of the correspondence manually, a more powerful automated generator with a library capability certainly could have automated the creation of this information. The UTM-0 automated generator then produced the appropriate Lisp SIS (Figure 5) and an implementation of that SIS consisting of calls to the operations provided in the Ada SIS (using the call-out function supported in several implementations of Common Lisp).

To complete our SLI experiment, we modified the existing behavior and inequality generators to manipulate the CEAST through the Lisp standard interface, instead of through S-expressions. The resulting system configuration is shown in Figure 6c. It is important to note that the behavior and inequality generators never "know" that they are manipulating an Ada object, nor that they are calling Ada operations. The underlying implementations are hidden from the tools, having been completely abstracted away by the SIS. This allows us the freedom to experiment with a wide variety of different implementation schemes.

At present, we employ only the implementation strategy illustrated by this example, wherein object and relationship types that do not exist locally are implemented as "foreign references" to the types defined in the SIS where they are locally defined, and operation types are implemented as foreign operation calls. We felt that this strategy was a good one for experimentation, since it simplifies the problem of determining type correspondences. However, a large number of possible alternative implementations exist, including ones that would make use of RPC/XDR, NCS, HRPC or Q. We recognize that our current implementation strategy forces an inter-language call to be made upon each and every object/relationship/operation type access, and this will probably be too expensive a solution for many applications. For example, if a Lisp tool manipulates an Ada binary search tree, our implementation strategy would force an Ada operation call every time the Lisp tool wanted to examine or set values of attributes of nodes in the tree. In some cases it might be more efficient, for example,
Figure 6: Using UTM-0 to Achieve Interoperability with the Constrained Expression Toolset.
to copy the information from the Ada object to a local Lisp object, which the Lisp tool would then access. We have begun exploring ways to let the user select alternative, optimised implementations, but in any event, the alternative selected would be hidden from the tool.

6 Conclusion

Specification level interoperability provides a high-level, representation-independent approach to combining software components that are written in different languages or that are run on different machines. At the very least, SLI can serve as a basis for the disciplined and orderly marshaling of interoperable components. If fully realized and properly used, SLI can be a type-safe, extensible mechanism offering some automated assistance in solving an important problem.

Our experiences with an initial prototype are extremely encouraging. SLI has helped us solve some very real problems that we faced in constructing a large system made up of diverse components. Our realization of the SLI approach still leaves a great deal of room for improvement and extension, but it has already become clear that this work should yield an important enabling technology for integrated, extensible, broad-scope environments in particular and large, evolving, heterogeneous software systems in general.

Our plans call for the formulation of several additional language bindings. We are currently working on bindings for C, C++, and Prolog. C++ in particular should exercise the UTM notions of inheritance and subtyping. We are also looking into the development of a library of UTM definitions, language bindings, and underlying implementations, together with a browser for that library. Having a library and browser should make it easier to rapidly pull together the pieces needed to effect the interoperability of a given collection of components.
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