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Abstract

Inter-process communication within computer systems is becoming increasingly important due to the recent trend of integrating various types of subsystems and system architectures. These subsystems may not have been originally designed to work with one another, therefore their integration constitutes a heterogeneous computer system, where even small mismatches in protocols will prevent proper operation of the system. Standardization of protocols is both impractical and sub-optimal with respect to any particular subsystem because of the numerous and often conflicting requirements. Thus inter-process communication can be achieved only by protocol conversion. No general theory for synthesizing protocol conversions exists, though there have been several successful specific protocol conversions. In this paper we present a general approach for synthesizing protocol conversions, by adapting existing labelled transition system theory.

1 Introduction

Inter-process communication within computer systems is becoming increasingly important due to the recent trend of integrating various types of subsystems and system architectures. In the past, heterogeneous computer networks were used, but each computer was itself homogeneous in that all its subsystems followed the same protocol. But the proliferation of specialized applications such as input/output and networking has resulted in the need to integrate various types of subsystems within the computer system [1]. These subsystems may not have been originally designed to work with one another, therefore their integration constitutes a heterogeneous computer system, where even small mismatches in protocols will prevent proper operation of the system [5]. Standardization of protocols is both impractical and sub-optimal because of the numerous and often conflicting requirements. Thus inter-process communication can be achieved only by protocol conversion. No general theory for synthesizing protocol conversions exists, though there have been several successful specific protocol conversions.

In such cases, the inter-process communication devices (IPCDs) such as bus adapters, gateways, and bridges convert one communication protocol to another so that transactions begun on one bus can end on another with minimum changes required in the hardware and software modules of the two buses. In this paper we propose a general approach for synthesizing IPCDs by adapting Labelled Transition Systems (LTS) [7]. Several studies [2] show that the required rate of protocol conversion will in general be much less than the maximum rate of information processing in the interface subsystems. Thus the additional time taken for protocol conversion may not be prohibitive. Given the protocols of the interfaces that need to communicate with one another, several issues arise in automating the design of the protocol converter. These issues can be classified into: information transfer issues, synchronization issues, timing issues, concurrency issues, and observability issues. In this work, we propose an approach to automate the generation of the state machine of the protocol converter. I.e., given the interface protocols which are represented by finite state machines, we propose an approach to generate the finite state machine representing the protocol converter. We assume that the data path of the protocol converter is already given.

1.1 Related Work

Although little work was done in the past on automatically synthesizing inter-process communications devices, recently work has been done on two related problems: synthesis of digital systems with interfaces [3], and synthesis of transducers which interface custom chips to their system buses [10]. Nester's work deals with synthesizing the digital system together with the interface from a ISPS { Instruction Set Processor Specifications) description, when the communication protocols are matched. Timing labels attached to relevant statements were used to calculate inter-event timing, to arrive at a schedule of events. Here, the sequence of events between the digital system and its interface is indirectly obtained from the timing information, with the consequent problem that the timing between every pair of events is required to determine their sequence. Borrielli's work deals with synthesizing a transducer between synchronous as well as asynchronous protocols from the corresponding timing diagrams. Merge labels and ordering labels attached at appropriate points of the event sequences on each side of the transducer determine the order of execution of the events in the transducer. Thus the sequence of events in the inter-process communication is explicitly marked with the effect that all possible orderings
of events between the processes are not modeled.

Other existing formalisms that have been used to model interface processes either have a notion of sequencing and primarily model asynchronous communication (basic Petri Nets, and path expressions [9]) or have a notion of sequencing but not timing and model only synchronous communication (CCS [6]), or model sequencing and timing but mainly model synchronous communication (finite state machines [8]).

In this work, we use labelled transition systems in which the labels are divided into two types input labels and output labels, to model sequencing, typical timing constraints such as minimum set-up and hold times, delay and decode times, asynchronous communication (i.e., all possible event orderings) and synchronous communication. Double synchronization of the signals can also be modeled by introducing additional states in the LTS. In Section 2 we describe the generation of the communicating process in detail.

The proposed LTS modeling and LTS product are modifications to the parallel composition of synchronous Moore machines [4]. This work has been used to model large synchronous systems to verify their correctness by making assertions of safety and liveness in temporal logic. But this cannot be directly applied to model communication between different protocols as it requires that both machines jointly make transitions at every clock step. When the protocols are such that the two machines do not have corresponding transitions then this composition results in error states.

2 Proposed Approach

The two different interface protocols that need to communicate with one another are specified by their corresponding finite state machines. Each protocol has an output side (the actions performed when the interface is to a master device) and an input side (the actions when the interface is to a slave device). The signals from the output side are observable by the protocol converter, and the signals to the input side are controllable by the protocol converter. All interface transitions caused by internal signals are neither observable nor controllable by the protocol converter. Correct operation between the output side of one protocol and the input side of the second protocol requires that the outputs and the inputs occur at the expected times. A failure occurs if the first protocol produces an output when the second protocol is not expecting it. The problem is to synthesize the protocol converter using the observable and controllable signals such that the two interfaces together with the protocol converter operate correctly. For example, consider an interface to a four-phase protocol, and an interface to a two-phase protocol that need to communicate with one another. Figure 1 shows the timing diagrams of a four phase protocol and a two phase protocol. It can be seen that if these two interfaces were to be directly connected then the two phase protocol interface begins its second transaction even before the four phase protocol interface has completed the first transaction resulting in an error.

In this work the finite state machine part of the protocol converter is obtained similar to the product of the general labelled transition systems (LTSs) [7]. Clearly this would result in a large number of states even for simple LTSs. The product LTS is reduced by four steps: firstly, a third LTS C which represents the desired sequence of inter-operation between the interfaces is specified, and the product of the interface LTSs is jointly obtained with the C machine. This is defined below and illustrated by the power set composition in Figures 3, 4, and 5 in the example in Section 3. The resulting LTS includes all the undesired sequences of inter-operations as well. Therefore the second step is to eliminate these undesired sequences. Further reduction is obtained by a third step, in which the transitions that are caused by signals not controllable by the protocol converter are eliminated. The final step consists in hiding signals unobservable by the protocol converter. Since the protocol converter cannot observe signals internal to each interface process, the transitions caused by the internal signals are removed and the corresponding present and next states are merged. This hiding of the unobservable signals results in a deterministic LTS where the transitions are between sets of states. The number of states in each state set can be reasonably expected to be between 2 and 3, because the interface controller seldom performs extensive data manipulation. This determining process (hiding of unobservable signals) is shown in Figure 6 for the example in Section 3. The choice of transitions in the determined LTS is guided by progress in the C machine.

A general LTS is a structure given by the tuple \( (S, \Sigma, \delta, i) \) where:

\[ S = \text{a set of states with initial state } i \]

\[ \Sigma = \text{a set of labels, that do not contain the symbol } * \]

\[ \delta \subseteq S \times \Sigma \times S \]

is the transition relation

To model the interfaces, the LTS labels are divided into two types- input labels and output labels. The transitions in the communicating process are generated by obtaining the product of the interface LTSs, with the LTS of the C machine. The resulting product
includes all possible interleavings of the transition labels. Thus either machine singly making a transition as well both machines jointly making a transition are modeled. Their product of two general LTSs is given next. Let \( T_0 \) and \( T_1 \) be two LTSs, their product \( T_0 \times T_1 \) is defined below:

\[
T_0 = (S_0, i_0, L_0, \text{Trans}_0) \\
T_1 = (S_1, i_1, L_1, \text{Trans}_1) \\
T_0 \times T_1 = (S, i, L, \text{Trans})
\]

where

\[
S = S_0 \times S_1 \\
i = i_0 \times i_1,
\]

The projections:

\[
\rho_0 = S_0 \times S_1 \rightarrow S_0 \\
\rho_1 = S_0 \times S_1 \rightarrow S_1 \\
L = L_0 \times L_1 =
\]

\[
(\alpha, \beta) | \alpha \in L_0 \cup \\
(\ast, \beta) | \beta \in L_1 \cup \\
(\alpha, \ast) | \alpha \in L_0 \land \beta \in L_1
\]

with projections:

\[
(s_0, \alpha, s_1) \in \text{Trans}_0 \leftrightarrow \\
(\rho_0(s), \pi_1(\alpha), \rho_0(\ast')) \in \text{Trans}_0, \text{and} \\
(\rho_1(s), \pi_1(\alpha), \rho_1(\ast')) \in \text{Trans}_1.
\]

\( \text{Trans}_0 \) and \( \text{Trans}_1 \) are transition relations including the idle transition, where a idle transition (analogous to a self-loop in FSMs) is given by \( (s, \ast, s) | s \in S \)

Intuitively, this includes transitions with the labels of the form \( \alpha, \beta \) representing synchronizations between two processes set in parallel, transitions with the labels of the form \( \ast, \beta \) or \( \alpha, \ast \) representing transitions in only one process, unsynchronized with the other process. Clearly this composition results in an explosion in the number of states, as all possible interleavings of the labels are to be included. The C machine is given by a LTS \( T_2 \). Any operation sequence not specified by \( T_2 \) results implicitly in an error state. The product \( T_0 \times T_1 \times T_2 \) is obtained and the illegal transitions and transition not controllable by the communicating process are eliminated.

Section 3 describes protocol converter generation.

3 Example

Figure 2 shows the LTS representation corresponding to the protocols shown in Figure 1. The exleft interface is to a slave device following a two phase protocol, and the 'exright' interface is to master device following a four phase protocol.

The LTS given by the exleft machine is:

\[
T_0 = (S_0, i_0, L_0, \text{Trans}_0)
\]

where

\[
S_0 = 0, 1, 2 \\
i_0 = 0
\]

The LTS given by the exright machine is:

\[
T_1 = (S_1, i_1, L_1, \text{Trans}_1)
\]

where

\[
S_1 = 0, 1, 2, 3, 4 \\
i_1 = 0 \\
L_1 = r_2, r_2, a_2 \\
\text{Trans}_1 \subset S_1 \times L_1 \times S_1
\]

Part of the result of step 1 of the product of exleft and exright machines is given in Figure 3. Each cluster represents a joint present state, possible interleavings of transitions between the two machines, and the possible joint next states. The remaining steps are similar.

The C machine representing the correct interoperation between the two machines is given below.

\[
r := \text{Req} \\
a := \text{Ack} \\
l := \text{infos, infout}
\]
Figure 4: Correct inter-operation between the LTSs

Figure 5: Part of the Product of exleft, exright, and C machines in Figure 4.

The next states in the product machine from the joint state 0.0.1 is shown below in Figure 5. The complete product can be obtained in a similar manner.

All possible inter-process communication is obtained by the product of exleft, exright, and the C machine. The reduction of the resulting LTS is obtained by eliminating illegal transitions and transitions not controllable by the communicating process. Signals r1 and r2 are outputs of the communicating process, and therefore are controllable. Signals r1 and r2 are inputs to the communicating process, and signals l1, l2, are internal to machines exleft and exright. Transition conditions such as l1, l1 and l2, l2 represent conditions where an internal transition is reflected by a corresponding transition in the C machine and therefore represents a valid condition. Conditions such as l1, l1 and l2, l2 where an internal transition was made but not reflected by the C. machine are invalid. Therefore of the possible states from the joint present state of 0.0.1 shown in Figure 5, the possible next states are 0.1.1 and 1.0.2. In a similar manner the complete product can be reduced.

This reduced LTS includes transitions not visible to the communicating process.

We have presented a new approach for synthesizing the communication process given the interface process specification and illustrated the approach by generating the communication process between a four phase master and a two phase slave. Work is currently under way to synthesize converters between popular backplane buses.
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