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Abstract
A group package recommender framework is proposed to provide recommendations on dynamically defined packages of products and services to large heterogeneous groups based on multi-criteria optimization. The framework is based on: (1) sampling the entire large group; (2) eliciting the utility function for each member; (3) clustering the sample heterogeneous group into a number of relatively small homogeneous subgroups; (4) extracting the representative utility function for each subgroup; (5) estimating the utility function of the entire group, and use it to find an optimal recommendation alternative; (6) diversify recommendations across those subgroups; (7) applying a group decision-making method, from social choice theories, to refine the recommendations. A preliminary experimental study is conducted, which shows that the proposed framework is able to produce a small set of ranked recommendations that retains close to optimal precision and recall, as compared to the baseline method applied directly to original large groups.

1. Introduction
Recommender systems aim to help users making effective product and service choices especially over the Internet. They are applied in a variety of applications and have proven to be useful in predicting the utility or relevance of a particular item and providing personalized recommendations. While state-of-the-art recommender systems focus on atomic (single) products or services, and on individual users (e.g., [1, 11, 29]), this paper focuses on extending recommender systems in three ways: (1) to consider a package of, rather than atomic, recommendations; (2) to deal with multiple, rather than single, criteria associated with recommendations; and, most importantly, (3) to support a possibly large heterogeneous group of diverse users /decision makers who may have different, or even strongly conflicting, views on weights for different criteria. Complex group recommender systems having these features are important in areas such as: budget allocation recommendations, company-wide health care plan selection recommendations, public infrastructure investment recommendations, and travel package recommendations for a large group.

In applications like these, recommendations are given as a package, e.g., a travel package recommendation would include interrelated components of air reservation, accommodation, activities, car rental, etc. Also recommendations associated with multiple criteria, e.g., a travel package would have associated cost, benefit, enjoyment, satisfaction, risk, etc. In many areas, recommendations affect a large number of users/stakeholders. For example, a large number of employees of a company would like to go to a conference, or a large number of people in a county or a city, would like to influence infrastructure investment recommendations and outcomes.

There has been extensive work on recommender systems mostly focused on single-users rather than groups. More recently, researchers have proposed group recommenders in different domains and applications that used different strategies to aggregate individual preferences into a group model [3, 4, 6, 7, 13, 22, 23, 28].

However, most of these group recommender systems were designed for atomic products or services rather than for automatically constructed packages of product and services. Package recommendations present a unique challenge because they make the recommendation space very large, or even infinite, and implicitly, rather than explicitly, defined. In addition, the majority of recommender systems rely on a single ranking or utility score, whereas in many applications there are multiple criteria that need to be taken into account.
Recently, there has been some research on package recommendations [2, 10, 12, 15], however, they focus on individuals rather than groups. Our previous work [24-26] proposed techniques to address the outlined limitations, and provide a diverse set of group package recommendations based on multi-criteria decision optimization. However, their techniques are designed to work for small groups of users, but not flexible enough to support the case where the group can be highly heterogeneous with many possible conflicting views on the weights of different criteria, especially when very large groups are considered, like the case in recommendations for public infrastructure investments. We further detail the related work and research gap in Section 2.

Extending our previous work of [24-26] with the ability to support large heterogeneous groups is exactly the focus of this paper. More specifically, the contributions of this paper are two-fold. First, we develop and propose a framework, based on work [24-26], to support a possibly large heterogeneous group of diverse users who may have different, or even strongly conflicting, views on weights for different criteria. This framework is based on multi-criteria decision optimization and voting. In addition, it works on a very large, or even infinite, recommendation space, which is implicitly defined. The idea of this framework is to randomly select a representative sample from the entire large heterogeneous group, and elicit the utility function of each member in the sample. Then, clustering these utility functions into a number of relatively small homogeneous clusters (subgroups) of users with similar utilities, and using the representative utility function for each cluster to find the optimal recommendation alternative for the subgroup. These subgroup utility functions are then combined to estimate the utility function of the entire group’s sample (U). However, using U directly may limit the flexibility of users to refine their choices. Therefore, in the proposed framework, we use the estimated U to come up with a small set of diverse recommendations that are optimal, or near optimal, in terms of the estimated U, yet optimized by the subgroups’ utility functions. Finally, the framework uses a group decision-making method, from social choice theories, to refine the ranking of this small set by each user in the group sample.

Second, we conduct a preliminary experimentation to evaluate the proposed framework by comparing the accuracy of the ranked recommendations using our proposed framework vs. the baseline technique, which apply the system directly on the entire large group. The study shows that the proposed framework is able to produce a small set of ranked recommendations that retains close to optimal precision and recall.

This paper is organized as follows: Section 2 details the related work and its limitations. Section 3 gives a high level description of the proposed framework. Section 4 gives an overview of group decision-making methods that are used in the paper. Section 5 explains the user utility functions’ extraction. Section 6 explains the clustering phase. Section 7 explains the group utility estimation. Section 8 presents the optimization and diversity layering. Section 9 discusses the initial experimentation for the purpose of evaluating the framework. Finally, Section 10 concludes the paper and discusses some of our future work.

2. Related Work and Its Limitations

Recently, researchers have proposed group recommenders in different domains and applications that used different strategies to aggregate individual preferences into a group model. Common examples of group recommender systems include: recommending TV programs and movies [6, 28]; finding songs to play at a shared public space [23]; or finding tourist attraction for a group of tourists [4, 16]. Work [7], is a family-based recipe recommender, which showed that the best performance of group recommendations is obtained when the individual data of group members are aggregated in a weighted manner. However, it did not address some important key characteristics within the group, such as the size of the group and interest dissimilarity among group members which resulting in sub-optimal group recommendations. By using rank aggregation techniques, work [6] addressed the affect of the group’s size on the group recommender system. In addition, work [3, 13] proposed a group consensus function that captured some of the key characteristics of groups, such as social, expertise, and interest dissimilarity among multiple group members.

However, none of the above group recommender systems were designed for packages of products and services, which makes the recommendation space very large, or even infinite, and implicitly, rather than explicitly, defined. More recently, there has been some research on package recommendations [12, 15], however, they do not consider and/or use dynamic preference learning and decision optimization. Work [2, 10] support packages of product and service definitions, and provide recommendations based on dynamic preference learning and decision optimization. However, both are recommender systems for individuals rather than groups.

In addition, the majority of recommender systems rely on a single ranking or utility score, whereas in
many applications there are multiple criteria that need to be taken into account. There are several approaches to aggregate individuals’ multi-criteria utility functions. Some earlier Multi-Attribute Utility Theory (MAUT) methods of group decision are reviewed by [9], however, the aggregated utility function, is only an approximation, and using it directly may limit the flexibility of decision makers to refine their choices. Recently, few existing multi-criteria recommender systems have roots in multi-criteria optimization techniques (e.g., [19, 21]); however, these systems focus on atomic (single) products, rather than composite products, and on individual users, rather than groups of users.

Furthermore, few group recommenders applied algorithms to improve group recommendations by creating homogeneous subgroups from the whole group (e.g., [4, 8, 18, 27]), however, none of them were designed to support package recommendations that are implicitly defined.

Our previous frameworks proposed in [24-26] support a group package recommender, which based on multi-criteria decision optimization, however, both techniques are designed to work for small groups of users, and they are not flexible enough to support the case where the group can be highly heterogeneous with many possible conflicting views on the weights of different criteria.

3. Overview of The Proposed Framework

In this section, we first describe the recommendation space, then, we explain the recommendation process implemented by the proposed framework and the intuition behind this process.

Recommendation space $R$, consists of composite products and services; each recommendation alternative $a \in R$ is mapped to a utility vector $\mathbf{u} = (u_1, \ldots, u_n)$ from an $n$ dimensional utility space, such that: $\forall a_i, 1 \leq i \leq n, \ u_i : R \rightarrow [0,1]$. The components of a utility vector $\mathbf{u} = (u_1, u_2, \ldots, u_n)$, are associated with criteria such as Enjoyment, Saving, Location attractiveness, etc., which are previously defined. Each criterion has an associated domain $D_i, 1 \leq i \leq n$, and each domain $D_i$ has a total ordering “better than” denoted $\succ$. For example, for domain Saving, $a_i \succ a_j \Leftrightarrow a_i \succ a_j$.

For a given group of $m$ users, the utility of each user $j$, denoted by: $\forall j, 1 \leq j \leq m, \ U_j : [0,1]^m \rightarrow [0,1]$, maps a vector of criteria $u_1, \ldots, u_n \in [0,1]$ into a user utility $U_j(u_1, \ldots, u_n) \in [0,1]$. Similarly, the utility of each subgroup $z$, is denoted by: $\forall z, 1 \leq z \leq k, \ U_z : [0,1]^m \rightarrow [0,1]$, where $k$ is the total number of subgroups. In addition, the entire group sample utility is denoted by: $U : [0,1]^n \rightarrow [0,1]$.

$U_i$ and $U$ define a utility associated with each alternative $a \in R$. Therefore, the subgroup recommendation alternative utility for recommendation $a$ is defined by: $RU_z : R \rightarrow [0,1]$, where $RU_z(a) = U_z(u_1(a), \ldots, u_n(a))$, and the entire group sample recommendation alternative utility is defined by: $RU : R \rightarrow [0,1]$, where $RU(a) = U(u_1(a), \ldots, u_n(a))$.

The recommendation process implemented by the proposed technique is depicted in Figure 1.

As shown in the diagram, the process starts when a group of users submits a request to the group recommender. This request specifies the group’s decision constraints on recommendation alternatives. To generate top-k recommendations for this large heterogeneous group, the recommender follows seven steps: (1) randomly selecting a representative sample from the entire large heterogeneous group; (2) eliciting the utility function for each member in the sample; (3) clustering these utility functions into a number of relatively small homogeneous clusters (subgroups) of users with similar utilities; (4) estimating the utility function ($U$) for the group sample by combining the subgroups’ representative utility functions; (5) using $U$ to find an optimal recommendation alternative; (6) diversity layering to generate a diverse set of $l$ recommendations which contains the optimal group recommendation; (7) applying a group decision-making method to refine the final top-k diverse recommendations.

Before we discuss each of these steps in detail, we describe the intuition behind this process. First, we apply a group decision-making method to make the final recommendations for a group of users. Diverse group decision-making methods are used in practice, which depend on the domain, groups’ characteristics, and desirable properties to be satisfied. No single method is considered to be generally superior to all others and fully fair [5]. Our previous work [26], considered six group decision-making methods, any one of which can be used to instantiate the framework. These methods include three of which are based on known and commonly used aggregation strategies,
namely, Average, Least Misery, and Average Without Misery strategies; two are existing voting methods based on individuals’ ranking, namely, Instant Runoff Voting (IRV) method, and Hybrid Condorcet-IRV method; in addition to a new aggregation strategy called Structurally-Adjusted Average, in which both the influence of decision makers within the group and the dissimilarity of opinions among them, are taken into account.

Borrowing from [26], we also consider the same six group decision-making methods, in the last step of Figure 1.

However, group decision-making methods can be applied only when there are a small number of alternatives to vote on. Whereas, in the case of package alternatives, the search space of recommendations is exponentially large in the number of recommendation components, or even infinite if some choices are continuous. Therefore, it is impractical to use a group decision-making method on such space directly. Consequently, we need to restrict the large original space of recommendations to a very small set that is highly relevant to the whole group, so that it can then be refined through voting.

To do the reduction, we apply mathematical optimization to come up with a small set of recommendations that are close to optimal, and sufficiently diverse, so that the group members would have enough flexibility. This explains the second last step. However, to perform optimization and diversification, we need to be able to estimate the entire group utility function that captures the whole group’s preferences, this estimation can be derived from the subgroups utility functions, and this explains the third last step in Figure 1. Note that this group utility function is parameterized based on the final target group decision-making method. We formed the subgroups by clustering a large number of individual heterogeneous utility functions into a number of relatively small homogeneous subgroups of similar utilities. This is done in the third step.

However, the utility functions of the individual users are also not known to the system and need to be extracted from individuals, and this is the second step. Since, in some situation in the real world, it is impractical to elicit the utility function of every member in the entire group, the framework added a sampling phase to support this case by considering only a representative sample of users, which is done in the first step of the process. We now discuss each of these steps in detail starting with an overview of the six group decision-making methods that are mentioned above.

4. Overview of Group Decision Methods

4.1. Average Aggregation Strategy

This strategy is the most straightforward one, which averages the individual utilities for each alternative, and then ranks the one with the highest average first in the group’s ranked list. In this strategy, weight could be assigned to individual preferences based on their influence on the whole group preferences.

4.2. Least Misery Strategy

This strategy is applicable when the group recommender system needs to avoid “misery” for members, which may occur by recommending alternatives that are strongly disliked by any of the group members. It computes the group utility for an alternative as the lowest utility assigned for that alternative by any of the group members.

4.3. Average Without Misery Strategy

This strategy averages individual ratings as in the Average strategy, but the difference here is that those alternatives with any individual utility below a certain threshold are not considered in the group recommendations.

4.4. Structurally-Adjusted Average

This aggregation strategy is developed by our previous work [26]. It computes the group utility by taking into account two main factors in group recommender systems: a) the influence of individuals within the group; and b) the dissimilarity of opinion among group members (see Section 7).

4.5. Instant Runoff Voting (IRV) Method

IRV method is relatively a strong resistance to strategic manipulation [14], which we believe is a critical feature. It states that: If there exists an alternative that has a majority (over 50%), then that alternative is selected for the whole group of voters. Otherwise, the alternative with the least first-place votes is eliminated from the election, and any votes for that alternative are redistributed to the voters’ next choice [20]. The method ends with a total order of alternatives from which the recommender system selects the top-k recommendations to the group of
decision makers. This total order is a list of eliminated items ordered by which round they are eliminated in.

4.6. Hybrid Condorcet-IRV Method

Applying the IRV method, as described above, on the ranked set of \( l \) recommendation to refine the final top-\( k \) recommendation may result in a Condorcet winner alternative (which is preferred in every one-to-one comparison with the other alternatives) being excluded from the choice set. In order to avoid this issue, a Hybrid Condorcet-IRV method can be applied instead [14]. The method checks if an alternative exists that beats all other alternatives by one-to-one comparison, it will be chosen as the winner, otherwise, the IRV method, described above, will be applied.

After giving an overview of the group decision-making methods that are possible to apply in the last step of the proposed framework, we now explain the first step.

5. Eliciting User Utility Functions

In the real world, there are some situations where resources have limitations, which make it impractical to elicit the utility function of every user in the large entire group. For these situations, the framework starts by randomly selecting a representative sample of users to represent the entire group. However, this sampling phase could be skipped for other situations with complete resources.

We start by adopting the method proposed in work [2] for eliciting the utility function of each user. This method starts by viewing a number of distinguishable recommendations in terms of utility vectors to each user. Each recommendation returned stretches the dimension it represents (e.g. Saving), and relaxes on the other dimensions (e.g. Enjoyment, Location, etc.). The process continues iteratively updating the utility vector every time, based on the feedback of the user until an exit point is reached (e.g., indicating “no difference” between recommendations presented). Upon exit, the recommendation space will be constructed according to the utility vector learned.

The components of a utility vector \( \vec{u} = (u_1, u_2, \cdots, u_n) \), are associated with criteria which are previously defined, where \( \sum_{i=1}^{n} u_i = 1 \). The relative importance the user places in each criterion is modeled by a vector of weights \( \vec{w} = (w_1, w_2, \cdots, w_n) \), where \( \sum_{i=1}^{n} w_i = 1 \). Each component \( w_i \) captures the weight of the \( i \)-th dimension according to a user \( j \). So for each user \( j \), the total utility of a recommendation alternative \( a \) with respect to the vector \( \vec{w} \) is defined as:

\[
U_j(\vec{u}) = w_1u_1 + w_2u_2 + \cdots + w_ju_j
\]

6. Clustering Users’ Utilities

Our goal is to cluster the large number of individual heterogeneous utility functions of the group sample into a number of relatively small homogeneous subgroups, where utility functions in a specific subgroup are more similar to each other than to those in other subgroups. Formally, we aim to partition the \( m \) utility functions into a set of \( k \) clusters \( C = \{c_1, c_2, \ldots, c_k\} \) in order to minimize the within-cluster sum of squares, which defined as:

\[
\text{argmin}_C \sum_{c_i} \sum_{j \in c_i} ||u_j - \mu_c||^2
\]

where, \( \mu_c \) is the mean of cluster \( C \). For clustering, we choose to use k-means algorithm for its simplicity and popularity [17]. \( k \) is defined as: \( k = l - 1 \), where \( l \) is the number of alternatives needed from the Optimization and Diversity layering step. To compute the distance between the input vector and the clustering center, the algorithm uses the Euclidean distance [30].

Recall that it is normal in some situations (where groups are very large), that each individual member may either represents only himself, or represents number of users. For example, in the public infrastructure investments situation, we may have a member who represents the government sector, the private sector, the expertise decision makers, or the environmental protection people.

Therefore, we introduce a representation factor, \( r_j \), \( \forall j, 1 \leq j \leq m \), which is the number of users each member represented. And we take this factor into account when estimating the utility functions for both, subgroups, and the entire group. Consequently, the utility function of a given subgroup \( C_z \) is defined as:

\[
U_z(\vec{u}) = \frac{1}{C_z} \sum_{j=1}^{p} (U_j(\vec{u}) \cdot r_j)
\]

where \( p \) is the number of users in subgroup \( C_z \), and \( |C_z| \) is the normalized size of subgroup \( C_z \) (the total number of users represented by this subgroup), which defined as: \( |C_z| = \sum_{j=1}^{p} r_j \).


This group utility estimation is parameterized based on the final target group decision-making method that is applied in the last step, which is explained in Section 4. We now discuss in detail how we estimate the group utility using each of these methods starting with the Average Strategy.

7.1. Average Strategy
For a given subgroup \( C_z \), the degree of its influence on the whole group preferences (\( \text{Inf}_z \)), is computed as:

\[
\text{Inf}_z = \frac{|C_z|}{|G|} \quad (4)
\]

where \(|C_z|\) is the normalized size of subgroup \( C_z \), and \(|G|\) is the normalized size of the entire group sample, which defined as: \(|G| = \sum_{j=1}^m n_j\); and \((\sum_{z=1}^k \text{Inf}_z) = 1\).

Taking (\( \text{Inf}_z \)) of each subgroup into account, the group utility is defined as:

\[
U(\bar{u}) = \sum_{z=1}^k (U_z(\bar{u}) \cdot \text{Inf}_z) \quad (5)
\]

7.2. Least Misery Strategy

In this strategy, the group utility is computed as the minimum utility value for any alternative among subgroups as follows:

\[
U(\bar{u}) = \min_{z \in C}(U_z(\bar{u})) \quad (6)
\]

where \( U_z \) is defined in Eq. (3).

7.3. Average Without Misery Strategy

In this strategy, the group utility is computed as in the Average strategy, explained above, but those alternatives with any subgroup utility below a certain threshold are not considered in the group recommendations, more formally:

\[
U(\bar{u}) = \sum_{z=1}^k (U_z(\bar{u}) \cdot \text{Inf}_z), \text{ such that } \forall z, 1 \leq Z \leq k, \min_z(U_z(\bar{u})) \geq t. \quad (7)
\]

7.4. Structurally-Adjusted Average Strategy

As suggested by work [3, 13], the overall group utility of an alternative needs to reflect the degree of consensus on its utility value among group members. Suppose that there are two different alternatives \( a1 \) and \( a2 \), and both obtain the same weighted average of the subgroups utilities, but the similarity of opinion among the subgroups over \( a1 \) is higher than the one over \( a2 \); and we like to choose only one of these two alternatives to be included in the small set of the top optimal alternatives. Intuitively, we will choose \( a1 \) to avoid the misery of the members who may extremely dislike \( a2 \). This dissimilarity of opinion among subgroups over an alternative tends to be more significant the larger the group is.

To describe the dissimilarity of opinion among subgroups over an alternative, we use the Standard Deviation i.e.,

\[
\sigma(U_{\nu}, ..., U_{\nu}) = \sqrt{\frac{1}{Z-1} \sum_{z=1}^k (U_z - MU)^2} \quad (7)
\]

where \( MU \) is the mean of subgroups utilities for an alternative \( a \). Finally, to reflect both the influence of subgroups within the entire group and the dissimilarity of opinion among them, we compute the adjusted group utility as:

\[
U = WU \cdot (1 - \delta) \quad (8)
\]

where \( WU \) is the weighted average group utility defined in Eq. (5), and \( \delta \) represents the dissimilarity penalty that defined as:

\[
\delta = \alpha \cdot \frac{\sigma}{\sigma_{max}} \quad (9)
\]

where \( \alpha, 0 \leq \alpha \leq 1 \), is a parameter that represents an upper bound for the dissimilarity penalty, (see Figure 2), and \( \sigma_{max} \) is the maximum possible \( \sigma \), i.e.,

\[
\sigma_{max} = \max \sigma(U_{\nu}, ..., U_{\nu}) = \frac{1}{2} \sqrt{\frac{k}{k-1}} \quad (10)
\]

where \( 0 \leq U_{\nu}, ..., U_{\nu} \leq 1 \), and clearly, \( 0 \leq \sigma \leq \sigma_{max} \).

![Figure 2. The adjusted group utility](image)

7.5. Instant Runoff Voting (IRV) Method

First, for each subgroup, the set of alternatives are ranked in descending order by its extracted utility \( U_z \). Second, the IRV method is applied, as explained in Section 4, to obtain the entire group ranked list of alternatives. Finally, the group utility of each alternative \( a \in R \) is estimated as:

\[
RU(a) = \frac{n-i}{n-1} \quad (11)
\]

where \( RU(a) = U(u_i(a),...,u_i(a)) \), \( n \) is the number of the ranked alternatives, and \( i \) is the position of an alternative \( a \) in the ranked set resulted from IRV method.

7.6. Hybrid Condorcet-IRV Method

We estimate the group utility of each alternative \( a \in R \) similarly to the estimation process used in IRV method, except that here we applied the Hybrid Condorcet-IRV method instead, which explained in Section 4.

8. Optimization and Diversity Layering
Since it is not practical for decision makers to consider and focus on more than a very small set of recommendation alternatives, the goal of this step is to come up with this small set. On the one hand, it is important that these alternatives be optimal, or near optimal, in terms of the estimated group utility function. On the other hand, since the group utility is only an estimate, it is also important to have alternatives that are sufficiently diverse in terms of the subgroups’ preferences.

Note that optimal choices according to the estimated utility may limit the flexibility to diversify recommendations. Hence, there is a tradeoff to be made between the two competing goals: optimization and diversity. To find the right “balance”, we follow two steps: First, for optimization, we find the optimal choice \( a_1 \) by maximizing the estimated group utility, i.e., \( a_1 = \arg \max_a U(\mathbf{\bar{u}}(a)) \), where \( a \in R \). \( \mathbf{\bar{u}}(a) \) is the utility vector, and \( U(\mathbf{\bar{u}}(a)) \) is the estimated group utility corresponding to vector \( \mathbf{\bar{u}}(a) \), and is computed as explained in Section 4. Second, for diversification, we adapted the diversity layering method from CARD [10]. However, the dimensions of the utility space in [10] are the original criteria, whereas we are advocating of using the space of extracted utilities of the homogeneous subgroups instead.

The key idea is to create a subset of divers recommendations that correspond to different subgroups’ utility functions, while preserving a bounded distance from the optimal group utility score in order to provide the right balance between optimality and diversity. We partition the recommendation space into \( q \) layers starting from the layer that includes the optimal recommendation, which maximizes the group utility \( U \). The second layer includes the recommendations that are close to the optimal recommendation having a total utility value no less than the maximum group utility minus \( \epsilon \), where \( \epsilon \) corresponds to a percentage of max\{max\{U\} – 2\epsilon, \epsilon \}. The third layer includes recommendations having a total utility value no less than the maximum group utility minus \( \epsilon \), which is computed in such a way that gives a total number of recommendations equal to a specific number \( l \).

After generating the diversity set of \( l \) recommendations, each individual user is asked to rank (or rate, based on which group decision-making method is used) the set in a way that truly reflects her preferences. The benefit of allowing each member to rank/rate the pre-final results by herself is to avoid the effect of an incorrect estimation of the individual user’s utility function in the first step. This individuals’ ranking/rating of the optimal and divers set of recommendations is the input of the group decision-making method, which is applied in the final step of the proposed framework to refine the final top-k divers recommendations, as explained in Section 4.

9. Initial Experimental Evaluation

9.1. Experimental Setting

As explained in Section 3, the purpose of the first three steps of the proposed framework is to
approximate group utility, because working with all group members individually may not be practical for very large groups.

An important question arises: how much accuracy (in terms of precision and recall) do we lose due to approximations in the framework.

We conducted an initial experiment trying to answer this question. More specifically, in the experimentation, we compared two scenarios: 1) the proposed framework, as explained in Section 3; and 2) the baseline, which is without approximations, namely, the basic framework, which skips the sampling and clustering steps, and elicits the utility for each member in the entire large group, then computes the group utility and uses it to find the optimal recommendation, then creates a subset of diverse recommendations corresponding to all individuals' utilities, and finally applying a voting method on the whole large group of individuals to refine the recommendations.

In the experimentation, we set the group size (m) to three different numbers of users: 1000, 10,000, and 100,000, 20 groups of each, and we assumed that each alternative \( i, 1 \leq i \leq N \), is associated with only two utilities, \( u_1 \) and \( u_2 \). For the recommendation space, the number of alternatives \( N \) is set to 1000, and we generated these alternatives by assuming that recommendations, in terms of \( u_1 \) and \( u_2 \), are uniformly split on a quarter circle, as shown in Figure 4, where \( u_1 = \cos \frac{\pi \cdot i}{2 \cdot N} \), and \( u_2 = \sin \frac{\pi \cdot i}{2 \cdot N} \). Note that, the alternatives on the quarter circle are corresponding to the pareto-optimal selection, and, in reality, if there are additional alternatives located inside the circle, they will not be considered because they will be dominated.

In the setting of this study, whereas very large groups of people are considered, it is impractical to consider real user utility functions. Therefore, we assumed that for each user \( j, 1 \leq j \leq m \), the proposed framework extracted her correct utility function denoted as \( U_j \), and that each user \( j \) represented only herself for simplicity. These user utilities were simulated as shown in Figure 5. We do not have enough space to explain how, exactly, these utility functions are constructed, but essentially, we formulated them so that they are geometrically converged on a quarter circle, see Figure 5.

![Figure 4. Alternatives generation](image)
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9.2. Experimental Methodology

For both systems, the baseline and the proposed framework, we used a particular group decision-making method, namely, the Weighted Average, as explained in Section 4 and 7, to generate the top-5 recommendations for each group. In order to answer the question mentioned above, we calculated the accuracy, in terms of precision and recall metrics, of the top-5 recommendations returned from the proposed framework against the top-5 recommendations returned from the baseline. Precision and recall metrics are widely used on information retrieving scenario, recall is the proportion of relevant recommendations that appear in top recommendations, and the precision is the proportion of recommendations that are relevant recommendations [1]. In this study, a recommendation in the set of the framework’s top recommendations (F) is considered as a relevant one if it belongs to the set of the baseline system’s top recommendations (B).

For each group, we calculated the estimated recall for the proposed framework at a given rank \( k \) as:

\[
Recall \ (k) = \frac{|F \cap B_k|}{|B|} \tag{12}
\]

We then computed the average recall at each rank \( k \) for the proposed framework by taking the average of recall \( (k) \) among all groups. The result is shown in Figure 6.

Similarly, for each group, we calculated the estimated precision for the proposed framework at a given rank \( k \) as:

\[
Precision \ (k) = \frac{|F \cap B_k|}{k} \tag{13}
\]

We then computed the average precision at each rank \( k \) for the proposed framework by taking the average of precision \( (k) \) among all groups. The result is shown in Figure 7.
9.3. Experimental Results

As shown in Figures 6 and 7, at rank 1, almost all of the recommendations returned from the proposed framework in the top-1 recommendations were relevant. This indicates that by applying the proposed framework, we almost did not lose accuracy for top-1 recommendations, even with the approximations. For top-2 recommendations, 86% of the returned recommendations are relevant, however, for top-3, 4, and 5 recommendations, only about 20% of the returned recommendations were irrelevant.

For the statistical analysis, we calculated the Confidence Interval, at level 95%, for the estimated mean of the proposed framework’s accuracy, in terms of recall and precision. The results are illustrated in Table 1.

<table>
<thead>
<tr>
<th>Table 1. The confidence interval at level 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

As shown in Table 1, we are 95% confident that we will not lose more than 25% of outcomes’ accuracy, in terms of recall and precision, for all top-5 recommendations by applying the proposed framework that approximated the original large groups.

10. Conclusions and Future Work

In this paper, we proposed a framework that provides a diverse set of recommendations on packages of products and services to a very large group of users. This framework extended the existing recommender systems in many ways: (1) it considered composite, rather than atomic, recommendations; (2) it dealt with multiple, rather than single, criteria associated with recommendations; and (3) it supported a very large group of diverse decision makers who may have different, or even strongly conflicting, views on weights for different criteria.

We also conducted a preliminary experimentation to evaluate the proposed framework’s outcomes accuracy in terms of precision and recall against the baseline method. The study shows that our proposed framework, which approximated the original large groups, is able to produce a small set of recommendations that retains near optimal recommendations. More specifically, the experimentation shows that by applying the proposed framework, we did not lose more than 21% of the top-5 recommendation accuracy, even with the approximations.

Although our initial experiment helps us to learn more about the group decision-making process, the need of extensive validation studies remains. Many research questions remain open, including: studying the framework’s performance using additional group decision-making methods, and demonstrating how this framework applies to a real problem by considering a realistic case study.
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