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Abstract—An adaptive random (AR) testing strategy has recently been developed and examined by a growing body of research. More recently, this strategy has been applied to prioritizing regression test cases based on code coverage using the concepts of Jaccard Distance (JD) and Coverage Manhattan Distance (CMD). Code coverage, however, does not consider frequency; furthermore, comparison between JD and CMD has not yet been made. This research fills the gap by first investigating the fault-detection capabilities of using frequency information for AR test case prioritization, and then comparing JD and CMD. Experimental results show that “coverage” was more useful than “frequency” although the latter can sometimes complement the former, and that CMD was superior to JD. It is also found that, for certain faults, the conventional “additional” algorithm (widely accepted as one of the best algorithms for test case prioritization) could perform much worse than random testing on large test suites.

I. INTRODUCTION

Software testing is an involved task and normally accounts for over half of the total cost in typical software development projects [1], [2], [3]. Any improvement in the cost-effectiveness of testing, therefore, will directly improve the overall cost-effectiveness of software processes.

Among the various software testing techniques, Random Testing (RT) is the most fundamental strategy [4]. RT is simple in concept. It is often easy to apply, can often exercise the software under test in unexpected ways, and has demonstrated effectiveness in detecting failures [5]. Furthermore, in situations where source code and specifications of the software under test are unavailable or incomplete, RT may be the only practical approach to testing the software. RT has been widely applied for decades and forms the basis of many other testing techniques [3], [6], [7], [8], [9], [10], [11], [12]. For example, in partition testing, an equivalence class normally contains a large number of elements. It is often through random selection that one of the elements is chosen as a test case to represent the entire equivalence class.

In software testing, if an executed test case does not reveal a failure, it is called a successful test case. Conventionally, successful test cases are considered useless since they did not reveal any failure [13], and they are retained mainly for regression testing. It is noted, however, that successful test cases do carry useful information [14], [15], [16], such as clues about the location of failure regions. For example, in situations where failure-causing inputs are clustered in one or a few regions of the input domain, selecting a test case that is very close to a successful test case is intuitively not wise. This kind of location information of successful test cases has been employed to develop a testing strategy known as Adaptive Random Testing (ART) [5], [14], [17], [18], [19]. Compared with RT, test cases generated by ART are farther apart from each other and, hence, they are more evenly spread over the input domain. ART has demonstrated fault-detection capability in terms of using fewer test cases to detect the first failure than RT. Jaygarl et al. [20] noted that ART “became one of the most effective approaches in the automatic test generation area.”

ART was initially applied to programs with numerical input types. This is because the distance between numerical inputs can be directly calculated using the Euclidean measure. Ciupa et al. [19] applied ART to object-oriented software by developing a measure for computing the distance between objects. Jaygarl et al. followed up on this work for object-oriented software testing [20].

More recently, Jiang et al. [21] and Zhou [22] proposed the Jaccard distance and Manhattan distance, respectively, to enable ART to be applied to any arbitrary program without any restriction on input types, provided that certain coverage information is available before testing, such as previous statement or branch coverage information of test cases in the context of regression test case prioritization. It should be noted, however, that coverage does not take account of frequency. In other words, frequencies 1 and 100 are considered identical in Jiang et al.’s and Zhou’s coverage-based distance calculations [21], [22]. Our first research question or objective is, therefore, to propose frequency-based distance measures and compare their fault-detection capabilities against those of coverage-based measures. Our second research question is to compare the fault-detection capabilities of the Jaccard-distance-based ART and Manhattan-distance-
Based ART. Answers to these two research questions will provide important guidance to software testing practitioners.

The rest of this paper is organized as follows: Section II provides background information on ART with a focus on the FSCS-ART algorithm, Jiang et al.’s work [21] and Zhou’s work [22]. Section III describes the design of experiments and analyzes the experimental results to address the first research question, and Section IV addresses the second research question. Section V concludes the paper.

II. BACKGROUND

The adaptive random testing (ART) strategy was proposed as an improvement of random testing (RT) with an objective of detecting failures early [14]. The basic idea is to more evenly spread test cases over the input domain. Different ART algorithms have been proposed to implement the concept of “even spread.” The first ART algorithm is known as the Fixed Size Candidate Set (FSCS-ART) algorithm [18], [23]. Because of its simplicity, this algorithm has been adopted in many ART-related studies. This algorithm maintains a set \( E \) that stores all test cases that have already been executed, and a set \( C \) that stores test case candidates. Initially, a test case is randomly selected from the input domain and run. If no failure is detected, it will be added to \( E \). Then a fixed number (normally 10) of test case candidates are randomly sampled from the input domain and put to \( C \). For each candidate \( c_i \) in \( C \), its distance to \( E \) is measured. To measure the distance from \( c_i \) to \( E \), the distance between \( c_i \) and each element in \( E \) is calculated, and the minimum one among all these distances is taken as the distance from \( c_i \) to \( E \). The candidate \( c_j \) whose distance to \( E \) is the maximum is chosen to be the next test case, and all the other candidates are discarded. Intuitively, test cases thus selected are far apart from each other. This process is repeated until the testing stopping criterion is met. The time complexity of this algorithm is in \( O(n^2) \) where \( n \) is the number of test cases executed. It has been demonstrated that FSCS-ART can achieve a much lower \( F\)-measure than RT, where \( F\)-measure is the number of test cases executed to detect the first failure [14].

It should be noted that an ART sequence of test cases can be generated off-line prior to test case execution. In other words, test case generation of ART (in \( O(n^2) \)) can be conducted in parallel with other software engineering activities even before the current version of the software under test has been developed. On the other hand, test case execution and result verification must be conducted after the software has been developed. In other words, compared with test case generation, the activities of test case execution and result verification are more critical in the entire software development life cycle because any delay of them will probably result in a delay of the entire project. ART effectively reduces the time required for these two critical activities.

To enable ART to be applied to all kinds of programs regardless of their input types, Jiang et al. [21] proposed to use the Jaccard Distance. The JD between two test cases \( a \) and \( b \) is given by \( JD(a, b) = 1 - |A \cap B|/|A \cup B| \), where \( A \) and \( B \) are the sets of statements (or branches, functions, etc) covered by \( a \) and \( b \), respectively. Furthermore, instead of using a predetermined number of candidates as in the FSCS-ART algorithm, Jiang et al.’s algorithm builds the candidate set using a flexible number of elements: the set is built by iteratively adding a randomly sampled candidate until the new candidate cannot increase program coverage or the candidate set is full. Therefore, the numbers of candidates can vary in each round of test case generation. In this paper we will refer to this algorithm as the Flex-ART Algorithm, as opposed to the FSCS-ART algorithm.

Using the above methods and by employing different types of coverage information (such as statement, branch and function coverages), Jiang et al. developed a family of ART algorithms for regression test case prioritization and conducted empirical evaluations on their fault-detection capabilities against the Average Percentage Faults Detected (APFD) measure [24]. They found that “ART-br-maxmin is the most effective technique in the proposed family of ART techniques” where “ART-br-maxmin” is the ART algorithm employing branch coverage information, and “maxmin” means to maximize the minimum distance between a candidate and all the executed test cases as explained previously. Jiang et al. also reported that the APFD of ART-br-maxmin was not only statistically superior to RT but also “consistently comparable to some of the best coverage-based prioritization techniques (namely, the ‘additional’ techniques) and yet involves much less time cost.”

Independent of Jiang et al.’s work [21], Zhou proposed a Coverage Manhattan Distance (CMD) for ART [22]: let \( a \) be a test case, and \( v_a = (a_1, a_2, \ldots, a_n) \) be a vector that records certain type of coverage information (for example, statement coverage) of \( a \), where \( a_i \in \{0, 1\} \) for \( i = 1, 2, \ldots, n \), and \( n \) is the total number of elements under consideration. In the case of statement coverage, for example, \( n \) is the total number of statements in the program, and \( a_i = 1 \) if and only if the \( i \)th statement of the program has been touched at least once during the execution of \( a \); otherwise \( a_i = 0 \). Let \( b \) be another test case and let \( v_b = (b_1, b_2, \ldots, b_n) \) store the coverage information of \( b \). The CMD between \( a \) and \( b \) is defined as follows:

\[
CMD(a, b) = \sum_{i=1}^{n} |a_i - b_i|. \tag{1}
\]

In the context of regression testing, \( v_a \) and \( v_b \) can be taken from previous test results, such as statement/branch/function coverage data collected when the test cases were run on a previous version of the program under test [24]. Also note
that calculating JD and calculating CMD have the same time complexity. It was found that the F-measure of CMD-based ART is much smaller than that of RT [22].

To the best of the authors’ knowledge, no empirical studies have been reported to compare the effectiveness of JD- and CMD-based ART methods. Neither is there any study on the use of frequency (rather than coverage) information for ART. These studies will be reported in this paper.

III. COMPARING COVERAGE- AND FREQUENCY-BASED DISTANCE MEASURES

A. Frequency-Based Distance Measures

Let \( E_u = (u_1, u_2, \ldots, u_n) \) be an execution profile of test case \( u \), where \( u_i (i = 1, 2, \ldots, n) \) is the number of times (that is, frequency) that the \( i \)th construct of the program is exercised by \( u \). Similarly, let \( E_v = (v_1, v_2, \ldots, v_n) \) be an execution profile that records the frequency information of test case \( v \). We define the frequency Manhattan distance (FMD) between \( u \) and \( v \) as

\[
FMD(u, v) = \sum_{i=1}^{n} |u_i - v_i|
\]

and the frequency Hamming distance (FHD) between \( u \) and \( v \) as

\[
FHD(u, v) = \sum_{i=1}^{n} k_i
\]

where \( k_i = 0 \) if \( u_i = v_i \); otherwise \( k_i = 1 \), \( i = 1, 2, \ldots, n \). Obviously, FHD concerns how many \((u_i, v_i)\) pairs are not identical regardless of how large the difference is; whereas FMD sums up the differences between each \((u_i, v_i)\) pair.

B. Design of the Experiments

To evaluate and compare the fault-detection capabilities of the proposed distance measures, empirical studies have been conducted. Two subject programs, which are widely used in the literature of software engineering research, have been adopted to conduct the experiments. The first subject program is \texttt{replace}, which is the largest and most complex program in the Siemens suite of programs [25], downloaded from \url{http://pleuma.cc.gatech.edu/aristotle/Tools/subjects/}. The \texttt{replace} program performs regular expression matching and substitutions. It has 512 lines of C code (excluding blanks and comments) and 20 functions. The \texttt{replace} package also includes 32 faulty versions that cover the most varieties of logic errors among the Siemens suite of programs [26]. A total of 5,542 test cases are also included in the \texttt{replace} package. We excluded faulty versions 13, 23, 26 and 32 because they either generated identical outputs as the base version or are not stable in that they generated different outputs when run at different times or under different environments.

The second subject program is \texttt{space}, downloaded from the Software-artifact Infrastructure Repository (http://sir.unl.edu) [27]. The \texttt{space} program is an interpreter for an array definition language. It consists of 6,199 lines of C code (excluding blanks and comments) and 136 functions. The \texttt{space} package includes 38 faulty versions. According to the Software-artifact Infrastructure Repository, the faults in these faulty versions are real faults discovered during the development of the program. Faulty versions 1, 2, 32 and 34 are excluded from our experiments as they generated identical outputs as the base version. The \texttt{space} package includes 13,551 test cases.

For each subject program, the experiment was conducted by first running all the test cases on the base version, and the Unix utility \texttt{gcov}, which is a standard test coverage tool in concert with \texttt{gcc}, was used to record statement and branch coverage and frequency data of every test case. Outputs of the base version were recorded to serve as the test oracle.

Then, for each faulty version, 7 types of test case sequences (permutations of the entire test pool) were generated. These 7 types of sequences are: pure random sequence, adaptive random (AR) sequence using the branch CMD measure, AR sequence using the branch CMD measure, AR sequence using the branch FHD measure, AR sequence using the statement CMD measure, AR sequence using the statement FMD measure, and AR sequence using the statement FHD measure. To obtain statistically meaningful results, we generated 1,000 different instances for each of these 7 sequence types. Therefore, for each faulty version, a total of \( 7 \times 1,000 = 7,000 \) test case sequences were generated. Following the common practice in regression testing [24], the coverage and frequency data were collected from test case executions on the base version rather than the faulty versions. A failure is revealed when output of the faulty version differs from that of the base version. For each faulty version and each of the 7 sequence types, the mean F-measure of the 1,000 trials (that is, the 1,000 instances of the sequence type) was calculated.

C. Validity of Using Large Test Pools in Experiments

It should be noted that, different from previous work (e.g. [21], [24]) where test case prioritizations were conducted only on subsets of the given test pool, this research conducts test case prioritizations on the \textit{entire} test pool. We believe that an empirical study using the entire test pool (of a large size) is more meaningful than a study using only subsets (with a much smaller size) of the pool. After all, if the size of the test suite is small, there would be little need for test case prioritization techniques. In real life, the size (number of test cases) of a regression test suite can often become much larger than the size (number of statements) of the program under test. Rothermel et al., for example, reported that “Running all of the test cases in a test suite, however, can require a large amount of effort. For example, one of our
industrial collaborators reports that for one of its products of about 20,000 lines of code, the entire test suite requires seven weeks to run” [24]. At Microsoft, a test set includes “millions of test cases” during a re-test [28]. The popular SQL database engine SQLite (as of version 3.7.5) “consists of approximately 73.0 KSLOC of C code” but “has 1251 times as much test code and test scripts – 91378.6 KSLOC” together with “Millions and millions of test cases” [29].

D. Results of Experiments

1) Results of Experiments with the Replace Program: Table I shows the experimental results with the replace and space programs. Column #2 shows statistics of the observed mean F-measure of pure random testing (OFRT for short). For each faulty version of the program under test, 1,000 random sequences were generated and, hence, 1,000 F-measures were observed and their mean was calculated to give the OFRT value of that faulty version. For succinctness of presentation, raw results of each individual faulty version are not shown in Table I; instead, statistics over all the faulty versions are given in the table, namely average (Ravg and Savg for replace and space programs, respectively), total (Rttl and Sttl for replace and space, respectively), maximum (Rmax and Smax for replace and space, respectively), and minimum (Rmin and Smin for replace and space, respectively). Column #3 corresponds to the theoretical mean F-measure of pure random testing (TFRT for short) calculated using the formula given in Zhou [22]. Note that the pure random testing process is through sampling without replacement.

For the 28 faulty versions of the replace program, the relative errors between OFRT and TFRT scores (given by OFRT/TFRT) ranged from 0.01% (for version 5) to 5.17% (for version 11), with mean 2.04%. The difference between the two sample means is 2.99%, with a relative error of 1.29%, which is quite small. A paired-samples t test returns a p-value of .08 (two-tailed), greater than the .05 significance level. In summary, the difference between the two sample means of OFRT and TFRT is neither large nor statistically significant.

Columns #4, #5 and #6 of Table I show statistics of the mean F-measures of ART based on CMD, FMD and FHD, respectively, that employs branch coverage information. Furthermore, for each faulty version, we calculate the following ratios: R_CMD (=CMD/TFRT), R_FMD (=FMD/TFRT), and R_FHD (=FHD/TFRT). Obviously, the smaller the ratio, the better the fault-detection capability. Columns #7, #8 and #9 list statistics of these ratios, and those greater than 1 are highlighted in the table, indicating situations where pure random testing outperformed ART. Note the difference between “avg” and “ttl”: for example, the cell at row “Ravg” and column #7 is 61.04%; whereas that at row “Rttl” in the same column is 59.06%. This is because the former gives the average ratio, that is the mean of all the 28 R_CMD values (from all of the 28 faulty versions of replace); whereas the latter gives the total or overall ratio, calculated as Rttl of CMD (3839.97, see column #4) divided by Rttl of TFRT (6501.33, see column #3).

Consider the R_CMD scores, whose statistics are shown in column #7 of Table I. For the replace program, ART was superior to RT in all of the faulty versions except versions 6, 17 and 20 – these 3 versions have an R_CMD score slightly higher than 100%. For all of the 28 faulty versions, the R_CMD scores ranged between a minimum of 28.05% and a maximum of 104.73%, with an average of 61.04% (and an overall of 59.06%). This means that ART using branch CMD required in average 38.96% (or in total 40.94%) fewer test cases than RT to detect the first failure, which is a considerable saving.

A paired-samples t test is further conducted to compare the sample means of the F-measures (for TFRT and branch CMD) over the 28 faulty versions of replace. A p-value of .026 (two-tailed) is returned, which is below the .05 significance level. In conclusion, compared with RT, branch CMD achieved both large (40.94%) and statistically significant savings; branch CMD also had the smallest standard deviation in its F-measures among all the algorithms listed in Table I and, hence, it was the most stable algorithm.

Next, consider the R_FMD scores for the replace program, whose statistics are shown in column #8 of Table I. While FMD outperformed RT in most of the faulty versions, the performance of FMD was surprisingly poor for version 8 (R_FMD=852.60%) and version 15 (R_FMD=3046.75%). These two extremely large values resulted in a large average score of 180.99%. However, the Rttl score is not too bad, which is 99.54%. This means that ART based on branch FMD used a similar total number of test cases as RT. We also noticed that the standard deviation of R_FMD over all the 28 faulty versions is as large as 582.30%. In comparison, that of R_CMD is only 25.44%. This indicates that branch CMD was much more stable.

It is further observed that branch FMD can be complementary to branch CMD: for certain faults, when the latter is large, the former is quite small. For example, for version 22 of replace, the mean CMD F-measure is 256.12 whereas that for FMD is only 56.66; for version 19, the mean CMD F-measure is 557.81 whereas that for FMD is only 187.80. Similar observations are also made to several other versions of replace. Further studies on conditions under which FMD is (in)effective and how frequency information can be applied to complement CMD are beyond the scope of the present paper. These are interesting future research topics.

Analysis of the branch FHD results is similar to that of FMD, except that FHD performed slightly better than FMD. There are still two very large R_FHD scores, namely 402.58% for version 8 and 2499.66% for version 15, which resulted in a large average score of 144.62%. The Rttl score
is 82.74%, indicating that ART required a smaller total number of test cases than RT. The standard deviation of R_FHD over all of the 28 faulty versions is 466.76%, which is very high.

It is interesting to observe that the mean F-measures of FHD actually outperformed those of CMD in all of the faulty versions of replace except versions 8, 15 and 24. This observation indicates that frequency information is indeed useful and, if employed properly, can complement coverage-based measures.

The last 6 columns (#10 to #15) show statistics of experimental results of ART using statement coverage/frequency information. It is found that there is a strong and significant positive correlation between branch-based and statement-based ART scores: based on the results of the 28 faulty versions, the correlation coefficients between the pairs (R_CMD (branch), R_CMD (statement)), (R_FMD (branch), R_FMD (statement)), and (R_FHD (branch), R_FHD (statement)) are .821, .996 and .998, respectively (p < .001). Furthermore, branch CMD (column #7) had a better average performance than statement CMD (column #13), and the difference is statistically significant (a paired-samples t test returns a p-value of .006, two-tailed, below the .05 significance level). The paired-samples t test, however, shows that there is no statistically significant difference between the sample means of R_FMD (branch) and R_FMD (statement) (p = .25), or between the sample means of R_FHD (branch) and R_FHD (statement) (p = .14).

In summary, experimental results with the replace program show that the coverage-based measure (namely, CMD) was better than the frequency-based measures (namely, FMD and FHD) as well as RT, and branch CMD was better than statement CMD. It is also revealed that frequency information is useful and can complement the coverage-based measure.

2) Results of Experiments with the Space Program:
A total of 34 faulty versions of the space program were used in the experiments. The relative errors between OFRT and TFRT scores ranged from 0.04% (for version 35) to 5.64% (for version 9), with a mean of 1.87%. The difference between the Savg of OFRT and the Savg of TFRT is only 0.50 (= 93.99 – 93.49, see Table I). A paired-samples t test for OFRT and TFRT over the 34 faulty versions returns a p-value of .48 (two-tailed). In conclusion, the difference between the sample means of OFRT and TFRT is very small and not statistically significant.

Consider the branch R_CMD scores of the space program, whose statistics are shown in the last 4 rows of column #7 of Table I. Out of the 34 faulty versions, branch CMD outperformed RT in 33 versions; only for version 3, branch CMD spent more (10.69%) test cases than RT. The best performance of branch CMD was achieved for version 22 (R_CMD = 100%). The average R_CMD score for all versions is 54.78%, and the overall score is 31.08%, hence giving an overall saving of 68.92%. A paired-samples t test for TFRT and branch CMD F-measures over the 34 faulty versions was conducted, which returns a p-value of .001 (two-tailed). In summary, compared with RT, ART based on branch CMD achieved both large and statistically significant savings.

Consider the branch R_FMD scores whose statistics are shown in the last 4 rows of column #8 of Table I. It is observed that 14 (out of 34) faulty versions of space had an R_FMD score higher than 100%. The average R_FMD score is 111.74% and the overall score is 104.22%, both of which indicate that branch FMD did not gain savings. To compare the mean F-measures of FMD and TFRT, a paired-samples t test over the 34 faulty versions was conducted and a p-value of .843 (two-tailed) was returned, which indicates that the difference between the mean F-measures of branch FMD and TFRT is not statistically significant. It is also observed that, in 5 faulty versions of space, branch FMD outperformed branch CMD, which confirms that frequency information can complement the coverage-based measures for certain kinds of faults.

The last 4 rows of column #9 of Table I show some
statistics of the branch R_FHD scores, which are much better than the branch R_FMD scores. It is observed that only 2 (out of 34) faulty versions of space had a branch R_FHD score higher than 100%, namely version 3 (125.54%) and version 36 (110.37%). The sample means of R_FHD and R_CMD over the 34 faulty versions of space are compared using a paired-samples t test, which returns a p-value of .062 (two-tailed), greater than the .05 significance level — this indicates that the difference of sample means between R_FHD and R_CMD is not statistically significant (or only of marginal significance). In comparison, the sample means of R_FMD and R_CMD differ significantly (p = .001, two-tailed). The FHD F-measures are also significantly better than the TFRT scores (p = .002, two-tailed).

The last 6 columns (#10 to #15) show the results of ART based on statement coverage/frequency information. For the 34 faulty versions of space, it is again observed that there is a strong and significant positive correlation between branch-based and statement-based ART scores. The correlation coefficients between the pairs (R_CMD (branch), R_CMD (statement)), (R_FMD (branch), R_FMD (statement)), and (R_FHD (branch), R_FHD (statement)) are .945, .968 and .926, respectively (p < .001). Furthermore, branch-based CMD and FHD (columns #7 and #9) had a better average performance than their statement-based counterparts (columns #13 and #15), and the difference is statistically significant (34 faulty versions, p = .008 for CMD and p = .033 for FHD, two-tailed). Statistically significant difference between branch R_FMD and statement R_FMD, however, is not observed (p = .061 > .05, two-tailed).

In summary, experimental results with the space program confirm that ART based on CMD was the best algorithm, and branch CMD was better than statement CMD. It is also confirmed that frequency information can complement the coverage-based measure in certain situations. These findings are consistent with those obtained from the replace program experiments.

IV. COMPARING JD AND CMD

Section III addressed the first research question raised in Section I and found that CMD outperformed the frequency-based distance measures, namely, FMD and FHD. This section will compare CMD and JD (Jaccard Distance) to answer the second research question, and FMD and FHD will not be included in the study as they have been shown to be less effective than CMD. Furthermore, this section will focus on ART based on branch coverage, which has been shown to be more effective than that based on statement coverage.

A. Design of the Experiments

As introduced in Section II, to generate the candidate set of test cases, there are two algorithms, namely, the conventional FSCS-ART algorithm and Jiang et al.’s Flex-ART algorithm. Therefore, there are four combinations of algorithms under investigation, written as cmd-10, jd-10, cmd-flex, and jd-flex, representing CMD-based FSCS-ART, JD-based FSCS-ART, CMD-based Flex-ART, and JD-based Flex-ART algorithms, respectively, where cmd-10 was proposed in Zhou [22] (and “10” refers to the size of the candidate set) and jd-flex was proposed in Jiang et al. [21]. In addition, we also include pure random testing (RT) and the Additional algorithm (add for short) in our comparison, where RT serves as a benchmark, and add is one of the best known coverage-based test case prioritization algorithms [21], [24]. Therefore, there is a total of 6 algorithms (or prioritization methods) under investigation.

The replace and space programs were used for empirical evaluations. The experiments were conducted in a similar way as described in Section III. For each of these two subject programs and for each of the 6 prioritization methods, 1,000 permutations of the entire test pool were generated. For RT, the 1,000 permutations are random sequences without referring to coverage data. For add, it is a deterministic algorithm and, theoretically, it should generate identical sequences for the same test suite. However, because of the randomness in tie breaking, different sequences may also be generated. Each sequence (permutation) of test cases were run on each faulty version, with its F-measure and APFD value recorded. The mean F-measure and mean APFD value of the 1,000 trials were calculated for each faulty version and each prioritization method.

Experimental results on F-measures and APFD values are summarized in Table II, where a smaller F-measure or a larger APFD value indicates a higher fault-detection capability. For succinctness of presentation, raw results of each individual faulty version are not shown in the table; nevertheless, the analysis of these results will be presented. RT in Table II corresponds to OFRT in Table I, and cmd-10 in Table II corresponds to branch-CMD in Table I. 1

It is observed that the differences between the APFD values of different techniques are quite small. We found that this is because the sizes of the test suites are large compared with the sizes (numbers of statements) of the programs under test. Nevertheless, when analyzed against the mean F-measures, different techniques show large differences.

B. Results of Experiments with the Replace Program

1) Comparing with RT in terms of F-measure: First, compare the pair (RT, add). Out of the 28 faulty versions of replace, add outperformed RT on 22 versions. As shown in Table II, the mean of mean F-measures of add is 186.01, which is 21.02% lower than that of RT (235.52).

\[ p < .001 \]

1Note that their respective F-measure results as shown in Tables I and II are not identical because of the randomness of the algorithms, for the experiments of Section III and those of Section IV were conducted independent of each other.
These observations suggest that *add* outperformed RT. A paired-samples *t* test over the 28 mean *F*-measures (of the 28 faulty versions), however, returned a *p*-value of .672 (two-tailed), which indicates that there is no statistically significant difference between the sample means of RT and *add*. Furthermore, it is found that, to detect the first failure for version 15 of the *replace* program, *add* used 2,628.99 test cases in average, whereas RT used only 93.89 test cases in average (and the theoretical mean *F*-measure of RT for this faulty version is 90.87 [22]). This observation indicates that while in most cases *add* can use fewer test cases to detect the first failure than RT, the former can sometimes become very unreliable as 2,628.99 is 29 times as large as 90.87. To the best of the authors’ knowledge, this problem of the Additional algorithm has not been previously reported in the literature.

The CMD-based ART methods, namely, cmd-10 and cmd-flex, outperformed RT on 26 and 27 versions, respectively, out of the 28 faulty versions of *replace*, with respective mean values of 132.07 (43.92% lower than that of RT) and 149.32 (36.60% lower than that of RT). A paired-samples *t* test for RT and cmd-10 over the 28 faulty versions returned a *p*-value of .022<.05, and that for RT and cmd-flex returned a *p*-value of .028<.05, indicating that both cmd-10 and cmd-flex outperformed RT significantly.

The two JD-based ART methods also performed better than RT, but not as good as the CMD-based methods: out of the 28 faulty versions of *replace*, *jd*-10 and *jd*-flex outperformed RT on 17 and 18 versions, respectively, with respective mean values of 159.91 (32.10% lower than that of RT) and 168.32 (28.53% lower than that of RT). Paired-samples *t* tests for (RT, *jd*-10) and for (RT, *jd*-flex) returned *p*-values of .069>.05 and .048<.05, respectively.

In summary, out of all the investigated methods, the two CMD-based ART methods (cmd-10 and cmd-flex) outperformed RT most significantly, and cmd-10 achieved the highest saving in terms of mean *F*-measure.  

2) *Comparing with the Additional algorithm in terms of F-measure:* Out of the 28 faulty versions of *replace*, the ART methods, namely, cmd-10, *jd*-10, cmd-flex and *jd*-flex, outperformed *add* for 12, 9, 11 and 8 versions, respectively. In this sense, *add* has shown a better performance than ART. It is found, however, that all these 4 ART methods outperformed *add* in terms of mean of mean *F*-measures (that is, average mean *F*-measures) and mean APFD. Therefore, ART can be considered to have outperformed *add*. Paired-samples *t* tests for each of the 4 pairs of (*add, ART* method) over the 28 faulty versions returned a *p*-value greater than or equal to .583, indicating that the differences between the sample means of *add* and the ART methods are not statistically significant.

Among all of the 6 methods, cmd-10 had the best (lowest) mean of mean *F*-measures and the best (highest) mean APFD, as shown in Table II.

<table>
<thead>
<tr>
<th></th>
<th>RT</th>
<th>add</th>
<th>cmd-10</th>
<th><em>jd</em>-10</th>
<th>cmd-flex</th>
<th><em>jd</em>-flex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of the 28 mean <em>F</em>-measures for <em>replace</em></td>
<td>235.52</td>
<td>186.01</td>
<td>132.07</td>
<td>159.91</td>
<td>149.32</td>
<td>168.32</td>
</tr>
<tr>
<td>Mean APFD for <em>replace</em></td>
<td>0.9600</td>
<td>0.9665</td>
<td>0.9771</td>
<td>0.9718</td>
<td>0.9743</td>
<td>0.9707</td>
</tr>
<tr>
<td>Mean of the 34 mean <em>F</em>-measures for <em>space</em></td>
<td>94.04</td>
<td>62.29</td>
<td>29.68</td>
<td>37.41</td>
<td>34.83</td>
<td>35.14</td>
</tr>
<tr>
<td>Mean APFD for <em>space</em></td>
<td>0.9931</td>
<td>0.9974</td>
<td>0.9979</td>
<td>0.9973</td>
<td>0.9975</td>
<td>0.9975</td>
</tr>
</tbody>
</table>

### Table II

**Results of Experiments (1,000 Trials were Conducted to Each and Every Faulty Version Based on Branch Coverage.)**

- The only difference between the two algorithms is that Jiang et al.’s Flex-ART algorithm [21] are also compared. The only difference between the two algorithms is that FSCS-ART fixes the size of the candidate set to 10 whereas Flex-ART uses a candidate set of variable size depending on whether a new candidate can increase code coverage.

Out of the 28 faulty versions of *replace*, cmd-10 outperformed cmd-flex on 18 versions, with an average mean value 11.29% lower than that of *jd*-10; cmd-flex outperformed *jd*-flex also on 24 versions, with an average mean value 11.29% lower than that of *jd*-flex. A paired-samples *t* test for cmd-10 and *jd*-10 over the 28 faulty versions returned a *p*-value of .005, and that for cmd-flex and *jd*-flex returned a *p*-value of .011, indicating that the two CMD-based ART methods outperformed their JD-based counterparts significantly. It is also found that there is a strong and significant positive correlation between CMD-based and JD-based ART methods. The correlation coefficients for the pairs (cmd-10, *jd*-10) and (cmd-flex, *jd*-flex) are .989 and .993, respectively (p < .001).

4) *Comparing fixed-size and flexible-size candidate set ART algorithms in terms of F-measure:* The fault-detection capabilities of the conventional FSCS-ART algorithm and Jiang et al.’s Flex-ART algorithm [21] are also compared. The only difference between the two algorithms is that FSCS-ART fixes the size of the candidate set to 10 whereas Flex-ART uses a candidate set of variable size depending on whether a new candidate can increase code coverage.

Relatively speaking, based on the above analysis, the algorithm for building the candidate set had a greater impact.
on CMD-based ART than on JD-based ART.

It is also observed that there is a strong and significant positive correlation between the two algorithms. The correlation coefficients for the pairs (cmd-10, cmd-flex) and (jd-10, jd-flex) are .995 and .993, respectively ($p < .001$).

5) The APFD results: The APFD results for replace shown in Table II agree with the F-measure results, with cmd-10 being the highest (best), followed in descending order by cmd-flex, jd-10, jd-flex, add and RT. The differences between the mean APFD values, however, are very small. Even the worst one, RT, achieved a high score of 0.9600. This observation indicates that APFD may not necessarily be a suitable effectiveness measure or may need to be adjusted in certain situations, such as when the test suites are very large.

Despite the practically small differences in mean APFD values among the different methods, an ANOVA analysis (analysis of variance) over the 28 faulty versions successfully rejected the null hypothesis that the APFD means for the 6 techniques were equal at the 1% significance level. Further $t$ tests for the pairs (cmd-10, cmd-flex), (cmd-10, jd-10), (cmd-10, jd-flex), (cmd-10, add) and (cmd-10, RT) also successfully rejected the null hypothesis at the 1% significance level, indicating that cmd-10 achieved (statistically significant) better APFD results than all the others for the replace program.

6) Summary: In summary, out of the 6 investigated methods for the replace program, cmd-10 was the best in terms of both F-measure and APFD. In the worst case, its F-measure was very close to that of RT.

C. Results of Experiments with the Space Program

1) Comparing with RT in terms of F-measure: Out of the 34 faulty versions of space, add outperformed RT on 31 versions and had an average mean F-measure 33.76% lower than RT. A paired-samples $t$ test for RT and add, however, returned a p-value of .075 > .05, indicating that the difference between the sample means of RT and add is not very significant. It is also found that the worst-case performance of add (as compared to RT) was poor: on version 27 of space, add used 661.00 test cases in average to detect the first failure; whereas RT used only 393.16 test cases in average.

For all of the 4 ART methods, their average mean F-measures on the space program are much lower than those of RT and add. The CMD-based ART methods cmd-10 and cmd-flex outperformed RT on 30 versions; the JD-based ART methods jd-10 and jd-flex, outperformed RT on 28 and 26 versions, respectively. Paired-samples $t$ tests (over all of the 34 faulty versions of space) for (RT, cmd-10), (RT, cmd-flex), (RT, jd-10) and (RT, jd-flex) each returned a p-value of .001, indicating that all of the 4 ART methods outperformed RT significantly.

Among all of the 6 methods, cmd-10 had the best (lowest) average mean F-measure and the best (highest) mean APFD, and its worst-case performance (in terms of mean F-measure as compared to RT, out of 1,000 trials) was only about 10% higher than the F-measure of RT.

2) Comparing with the Additional algorithm in terms of F-measure: Out of the 34 faulty versions of space, add outperformed cmd-10, jd-10, cmd-flex and jd-flex on 26, 27, 27 and 28 versions, respectively. In this sense, add performed better than all of the ART methods. However, all these four ART methods outperformed add in terms of average mean F-measures greatly (see the fourth row of Table II ). Paired-samples $t$ tests for each pair of (add, ART method) returned a p-value greater than or equal to .196, indicating that the differences between the sample means of add and the ART methods are not statistically significant.

3) Comparing CMD and JD in terms of F-measure: Out of the 34 faulty versions of space, cmd-10 outperformed jd-10 on 29 versions, with an average mean value that is $.9666 (= 1 − .29.68/37.41) lower than that of jd-10; cmd-flex outperformed jd-flex on 27 versions, with an average mean value $.088 lower than that of jd-flex. However, a paired-samples $t$ test for cmd-10 and jd-10 returned a p-value of .073, and that for cmd-flex and jd-flex returned a p-value of .960, indicating that the differences between the sample means of CMD- and JD-based ART methods were not statistically significant.

It is also found that there is a significant positive correlation between the results of CMD-based and JD-based ART methods. The correlation coefficients for the pairs (cmd-10, jd-10) and (cmd-flex, jd-flex) are .885 and .771, respectively ($p < .001$).

4) Comparing fixed-size and flexible-size candidate set ART algorithms in terms of F-measure: The algorithm cmd-10 had an average mean F-measure that is 14.79% lower than that of cmd-flex. A paired-samples $t$ test, however, returned a p-value of .348 > .05, indicating that the difference is not statistically significant.

The algorithm jd-10 had an average mean F-measure that is 6.46% higher than that of jd-flex. A paired-samples $t$ test returned a p-value of .505, indicating that jd-flex significantly outperformed jd-10.

In summary, for the space program, the algorithm for building the candidate set has had an impact on the effectiveness of ART: the fixed-size algorithm favored CMD in terms of reducing the average mean F-measure; whereas the flexible-size algorithm favored JD with greater statistical significance.

It is also observed that there is a strong and significant positive correlation between the two algorithms. The correlation coefficients for the pairs (cmd-10, cmd-flex) and (jd-10, jd-flex) are .830 and .999, respectively ($p < .001$).

5) The APFD results: As with the replace program, the differences between the mean APFD values for the
space program are very small. Even the worst one, RT, achieved a high score of 0.9931. Therefore, the differences in mean APFD scores do not have much practical significance, although an ANOVA analysis over the 34 faulty versions successfully rejected the null hypothesis that the APFD means for the 6 techniques were equal at the 1% significance level, and further t tests indicated that cmd-10 achieved (statistically significant) better APFD scores than every other method at the 1% significance level. The rankings of the APFD scores are consistent with the rankings of the average mean F-measures and are also consistent with the results of the replace program (with an exception of jd-10): the mean APFD of cmd-10 is the highest (best), followed in descending order by cmd-flex (0.99747), jd-flex (0.99745), add, jd-10 and RT.

6) Summary: In summary, the space results are consistent with the replace results: cmd-10 was the best among the 6 methods in terms of F-measure and APFD, and cmd-10 was also stable in that its worst-case performance (as compared to RT, in terms of mean F-measure) was close to the mean F-measure of RT.

V. DISCUSSIONS AND CONCLUSION

To answer the two research questions raised in Section I, a series of experiments have been conducted with two subject programs that have been widely used for software testing experiments in the literature, namely, the replace and space programs.

For the first research question, two frequency-based distance measures, namely, FMD and FHD, were proposed. Results of experiments using branch and statement coverage information show that the coverage-based distance measure (CMD) was superior to the frequency-based ones in revealing failures. In particular, branch CMD achieved the best results. Nevertheless, it was also found that frequency information is useful and can complement the coverage-based measure as FMD and FHD outperformed CMD greatly on several faulty versions of the subject programs. How to incorporate the frequency information into coverage-based measures will be a future research direction. We expect that an optimal strategy should combine both coverage and frequency information, with the former given a heavier weight.

To address the second research question, we investigated a group of 4 ART methods, which forms the Cartesian product of \{CMD, JD\} × \{FSCS-ART, Flex-ART\}, together with the random and Additional algorithms that serve as experimental controls. Branch coverage information was used for test case prioritization; and both the F-measure and APFD were adopted as effectiveness measures. It has been found that CMD was superior to JD and that cmd-10 (that is, FSCS-ART using CMD) was the best among the 6 investigated algorithms on both the replace and the space programs.

In addition to answering the two research questions, the following findings have been reported in this paper: First, APFD may not necessarily always be a suitable measure for real-world very large test suites. It is found that, when test suites were large, even random testing achieved a high APFD score and the differences between different techniques became quite small – although such small differences still have a statistical significance, they do not have much practical significance. It is also found that there is a strong negative correlation between mean F-measure and mean APFD. That is, a lower mean F-measure would normally result in a higher mean APFD. The differences of mean F-measures between different techniques, however, are much greater than those of APFD.

A further finding is that the conventional Additional algorithm, which has been considered one of the best test case prioritization algorithms, can have a very poor performance for certain faulty programs. For example, its mean F-measure is 29 times as large as that of random testing (that is, 2,628.99 vs 90.87) for version 15 of the replace program. This kind of observation was made for both the replace and space programs. In comparison, the ART algorithm cmd-10 was much more stable in that its worst-case mean F-measure was still close to the mean F-measure of random testing. Therefore, cmd-10 may be a more suitable choice for testers in situations where stability (or worst-case performance) of algorithms is critical. A further analysis shows that a reason for the poor performance of the Additional algorithm is that when a fault lies in a common execution path of the program code (that is, when a large number of test cases can reach the fault), trying to cover more branches/statements (as does the Additional algorithm) may not help to reveal a failure for that fault. In this situation, greater test case diversity as enforced by ART may be more effective than greater code coverage as enforced by the Additional algorithm. This observation suggests that knowledge about possible fault locations may help to select an effective test case prioritization technique.

For the internal validity of this research, the testing scripts and testing code written for this research have been carefully verified and the test results have also been carefully checked to ensure correctness.

There are, however, threats to external validity that concern the generalization of the experimental results. In this research only two subject programs were studied with a small number of faults (28 for replace and 34 for space). The scale of study is therefore an obvious threat to external validity. Further empirical study with more subject programs will be required in the future.

REFERENCES


5592


