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Abstract
This paper presents a discussion of educational case studies used in security requirements assessment and requirements prioritization. Related to this, it introduces risk understanding as an added dimension to the requirements prioritization process. It should be self-evident that the final product should incorporate the requirements with the greatest value. Nevertheless, in a time when security is a preeminent concern it should also be clear that risk elements should also be considered. As such, activities to reconcile risk with value are always essential. However, since risk and value considerations are different, and sometimes opposed to each other, this paper presents a new process that will help decision makers reconcile these two factors within a single approach. This new process may also be incorporated into security requirements education and prioritization.

1. Identifying the right requirements

It is well documented that requirements engineering saves money. That is because, according to a number of studies [3, 5, 12, 17, 18, 26] to name a few) requirements concerns are the primary reason for projects to be significantly over budget, past schedule, or cancelled. Other studies have shown that reworking requirements defects on most software development projects costs 40 to 50 percent of total project effort, and the percentage of defects originating during requirements engineering is estimated at more than 50 percent [18, 20].

So it is important to build a sound requirements set. However, besides the classic cost and feasibility issues, it is also critical to understand the potential risks associated with implementing each requirement. That is because of the absolute need to ensure that the software that underpins our infrastructure is secure. Yet up to this point, it is estimated that the exploitation of unsecured software costs the U.S. economy an average of $60 billion dollars per year [24]. More importantly perhaps, the exploitation of a flaw in the software that underlies basic services like power and communication could cause a significant disaster [7].

Notwithstanding the national security concerns, there are also sound business reasons for developing secure software. An earlier study found that the return on investment when security analysis and secure engineering practices are introduced early in the development cycle ranges from 12 to 21 percent, with the highest rate of return occurring when the analysis is performed during application design [32]. Thus, the costs of poor security requirements argue that even a small improvement in this area would provide a high value.

2. The special case of security requirements

The concern comes from the fact that security requirements are typically developed independent of functional requirements in the requirements engineering process. Much of requirements engineering research and practice has addressed the capabilities that the system will provide. So, from the user’s perspective, a lot of attention is paid to the functionality of the system. But little attention is given to what the system should not do.

As a result, security requirements that are specific to the system and that provide for protection of essential services and assets are either not implemented, or are strapped on in a piecemeal and disaggregate fashion at the end of the process. Worse, requirements that might add functional value but which represent added risk are never considered from that perspective. For instance, in the requirements prioritization process, ease of use is typically assigned a much higher priority, or is often traded off...
against, rigorous access control. This means that any adversary can more easily attack the target system.

Therefore, in addition to employing applicable software engineering methods, the organization also has to understand how risk considerations impact its development processes. This is essential because if risk considerations are not a formal part of the requirements elicitation and prioritization process, then security tends to be neglected during the build. That reason alone should justify the need to embed security considerations into the initial requirements elicitation and prioritization process.

3. Understanding requirements by understanding threats

A proper understanding of the threat picture allows the development team to do a better job of prioritizing requirements. Logically, the place to start when attempting to assess the security status of a given requirement is to understand all threats associated with it. That is because, without an adequate practical understanding of every conceivable way that a given requirement might be compromised, it is difficult to make a decision about its priority in the eventual product.

Threat understanding, is the role of threat modeling. Most threat-modeling methodologies share common themes. They emphasize systematic, repeatable processes with work products that enhance communication and highlight risk in a clear, easy to understand way for all stakeholders. They differ on several planes (scope, perspective, formality, and automation). The most popular threat modeling technique comes from Microsoft. It focuses on data flow and trust boundaries [33]. The Trike methodology [29] emphasizes an application’s perspective while encouraging automation. Myagmar [22] focuses on an attacker’s perspective but heavily emphasizes the role threat modeling plays in developing security requirements.

Threat models identify threats, but risk analysis is needed in order to understand the practical risk that each threat represents. At a minimum, risk analysis involves assessing the likelihood and impacts of each identified threat. That is because, without an adequate understanding of these two factors, it is hard to make a realistic decision about the consequences of any identified threat. An adequate risk analysis will ensure that all consequences of threat are factored into the requirements prioritization process.

4. Assessing security risks through educational case studies

There are many techniques for assessing software risk [45]; however, not all of them are useful for assessing security risks. In previous security requirements engineering student team case studies [42, 43] a number of risk assessment techniques were identified as potentially useful for identifying security risks after completing a literature review. This review by student teams examined the usefulness and applicability of eight risk assessment techniques:

1. General Accounting Office Model [38]
2. National Institute of Standards and Technology (NIST) Model [39]
3. NSA’s INFOSEC Assessment Methodology [41]
4. Shawn Butler’s Security Attribute Evaluation Method [34]
5. Carnegie Mellon’s Vendor Risk Assessment and Threat Evaluation [37]
6. Yacov Haimes’s Risk Filtering, Ranking, and Management Model [36]
7. Carnegie Mellon’s Survivable Systems Analysis Method [40]
8. Martin Feather’s Defect Detection and Prevention Model [35]

Each method was ranked in four categories:

1. Suitability for small companies
2. Feasibility of completion in the time allotted
3. Lack of dependence on historical threat data
4. Suitability in addressing requirements

The results of the ranking are shown in Table 1. After averaging scores from the four categories, NIST’s and Haimes’s models were selected as useful techniques for security risk assessment. Brainstorming, attack tree, and misuse case documentation were used to identify potential threat scenarios. The two independent risk assessment analyses produced a useful risk profile for the educational case study using quantitative methods.

In this particular case study, the student team also identified a set of essential services and assets. This activity is not part of the risk techniques used, but nevertheless can be a beneficial exercise if enough architectural information already exists to support it. All findings from the risk assessment, along with the findings from the essential services and asset identification process, were used to help determine the priority level associated with each of the requirements.
5. Aligning and prioritizing value and risk: a prototype approach

AHP is a popular method for supporting decision making where multiple objectives are present [28, 15, 16]. This method uses a “pair-wise” comparison matrix to calculate the relative value and costs of security requirements. By using AHP, the requirements engineer can also confirm the consistency of the result. There are five steps in the AHP method:
1. Review candidate requirements for completeness.
2. Apply a pair-wise comparison method to assess the relative value of requirements.
3. Estimate the relative cost of implementing each candidate requirement.
4. Calculate each requirement’s relative value and implementation cost, and plot each on a cost-value diagram.
5. Use the cost-value diagram as a map for analyzing the candidate requirement.

In prior student team case studies, stakeholders implemented the pair-wise comparison method of AHP [44]. The stakeholders were provided brief instructions for using the AHP methodology. Because there were 9 security requirements, the method should produce a matrix with 81 (9 x 9) cells. However, the participants needed to fill the upper half of the matrix only, and each requirement had a value of “1” when compared to itself. Consequently, each participant had to respond to 36 cells. (In general, a matrix with n requirements must have responses in n * (n-1) cells. This rule reduced the participants’ workload in this step.) Involvement of a number of stakeholders in this process leads to a structured discussion of the results and helps to build consensus on the validity of the cost/value assessments. The requirements engineer highlighted the cells that required feedback from the stakeholders. A sample of the feedback is shown in Table 2.

Table 1. Ranking of assessment techniques

<table>
<thead>
<tr>
<th>Methodologies</th>
<th>Suitable for Small Companies</th>
<th>Feasible to Complete within Time Frame</th>
<th>Does Not Require Additional Data Collection</th>
<th>Suitable for Requirements</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAO</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2.50</td>
</tr>
<tr>
<td>NIST</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.50</td>
</tr>
<tr>
<td>NSA/IAM</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2.50</td>
</tr>
<tr>
<td>SAEM</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4.00</td>
</tr>
<tr>
<td>V-Rate</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3.75</td>
</tr>
<tr>
<td>Haimes</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2.00</td>
</tr>
<tr>
<td>SSA</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2.50</td>
</tr>
<tr>
<td>DDP/Feather</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3.25</td>
</tr>
</tbody>
</table>

Table 2. Prioritization Feedback of Acme

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SR-1</td>
<td>1</td>
<td>8</td>
<td>1/5</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>SR-2</td>
<td>1/8</td>
<td>1</td>
<td>1/5</td>
<td>1/7</td>
<td>1/7</td>
<td>1/7</td>
<td>1/7</td>
<td>1/9</td>
<td>1/9</td>
</tr>
<tr>
<td>4</td>
<td>SR-3</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>SR-4</td>
<td>1/3</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>3</td>
<td>1/2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>SR-5</td>
<td>1</td>
<td>7</td>
<td>1/2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1/3</td>
</tr>
</tbody>
</table>
AHP uses a pair-wise comparison matrix to determine the relative value and cost between security requirements. An arbitrary entry in row i and column j of the matrix, labeled $a_{ij}$, indicates how much higher (or lower) the value/cost for requirement i is than that for requirement j. The value/cost is measured on an integer scale from 1 to 9.

To illustrate this, consider the nine security requirements in our case study (the requirements’ final value is shown in Figure 1, and the requirements’ final cost is shown in Figure 2). The value of each requirement is relative. That is, if the value of a requirement is 20%, this requirement is twice as important as the 10% value of another requirement. The sum of the scores of the requirements should always be 100%.

According to Figure 1, the three most valuable requirements are SR-3, SR-5, and SR-6. Together, they constitute 47% of the requirements’ total value. The three least valuable requirements are SR-1, SR-4, and SR-8, which constitute 23% of the requirements’ total value. Figure 2 shows that requirements SR-4, SR-7, and SR-9 are the three most expensive. Together, they constitute 72% of the requirements’ total cost. The three least expensive requirements are SR-1, SR-2, and SR-3 that constitute 7% of the requirements’ total cost.

The next step calculates the cost-value ratios for each requirement. The aim is to pinpoint the requirements that are most valuable and least expensive to implement based on:

- **high** value-to-cost ratio of requirement (larger than 2.0)
- **medium** value-to-cost ratio of requirement (between 2.0 and 0.5)
- **low** value-to-cost ratio of requirement (less than 0.5)

Using this, SR-1, SR-2, SR-3, SR-5, and SR-6 are identified as high priority and SR-4 and SR-7 are identified as low priority.

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>SR-6</td>
<td>1/2</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>1/3</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>SR-7</td>
<td>1/2</td>
<td>7</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>SR-8</td>
<td>1/3</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>1/6</td>
</tr>
<tr>
<td>10</td>
<td>SR-9</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1/2</td>
<td>6</td>
</tr>
</tbody>
</table>

**Figure 1. Value distribution of requirements**
6. Adding threat assessment to the prioritization process

AHP provides a good quantitative basis for making a decision about the relative priority of a given set of requirements. However, it does not factor in the additional dimension of risk. In order to do that all risks associated with each requirement have to be identified and assessed for likelihood and impact. As noted before, there are many ways of modeling risk. These days, threat modeling is also a popular alternative, which we illustrate in conjunction with AHP prioritization, by subjecting our sample set to a threat modeling exercise. A sample risk assessment form along these lines can be found at [http://www.securedigitalsolutions.com/articles/Generic%20Risk%20Assessment%20Form.pdf](http://www.securedigitalsolutions.com/articles/Generic%20Risk%20Assessment%20Form.pdf).

Each threat associated with each requirement is identified through a threat model. That might produce such hazards as “subject to cross site scripting attacks”, or “inadequate access controls”. Each of these threats is then ranked on two factors, likelihood and impact. The ranking is expressed on a seven level Likert scale ranging from highest-to-lowest. The result would produce two outcomes likelihood (1-7) and impact (1-7). Since these factors have equal weight, in order to normalize them these two scores could then be multiplied together in order to obtain a single risk factor score ((L) likelihood * (I) impact = (R) risk) for each threat. Then all of the individual threat scores are multiplied to obtain a single threat index. The aim is to rank the requirement set by the relative level of threat associated with each requirement. In our example that might produce the ranking shown in Figure 4.

These are then ranked as very high risk (>200), high risk (>100), moderate risk (>50) low risk (>25) and no risk (<25). In this case, SR-7 is a very high-risk requirement. SR-6 and SR-4 are high-risk requirements. SR-1, SR-2, and SR-3 are moderate risk requirements and SR-5, SR-8 and SR-9 represent negligible risks.

Then referring to the results of the AHP ranking it is possible to think about these requirements in a different way. SR-6, which was identified as a high priority, is also a high risk. Whereas, SR-1, SR-2 and SR-3, which are high priority items, are shown to only represent a moderate risk. Better still SR-5, which is a high priority requirement, is a low risk. And to make a further case against SR-4 and SR-7, which were identified as low priority requirements in the AHP analysis, these two requirements also represent the two greatest risks in the requirements set.
That outcome changes our picture somewhat, in the sense that decision makers might want to revisit, or perhaps re-prioritize based on potential risk. This is particularly true in the case of SR-6. It might also suggest that the status of SR-1, which is approaching high-risk status, be revisited. At the same time, it is easy to justify the priority of SR-2, SR-3 and SR-5 based on their relative threat index. Finally, it is also easy to consider dropping SR-4 and SR-7 out of the set if resource constraints arise.

This modified approach has not yet been applied in our student case studies. One of the challenges we face is that students have an expectation for crisp results. They are not used to the idea that when they are doing research case studies, the results may be unpredictable. In our view, this makes these kinds of case studies more interesting and more challenging for the students, as well as helping our research.

7. Conclusions

The aim of this article was to introduce the potential additional value of threat modeling/risk understanding to the requirements prioritization process. The information that these additional analysis processes provide permits decision makers
to undertake the construction process in such a way that the most critical functional and security requirements are always included in the final build. Exposing students to these processes can help them understand the sophisticated decisions that must be made in real development settings.

Moreover, that information can then be used by decision makers to make intelligent decisions about the amount of investment that they wish to make in their software. That will allow them to maximize their investment and thereby ensure both their profitability as well as the overall safety and security of their organization. That will allow every member of the organization to be confident that their software assets provide the greatest value for the investment as well as the greatest security possible.

From the educational perspective, if we introduce students to sophisticated decision making processes in the real world, they will be better equipped to make such decisions when the time comes.
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