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ABSTRACT  

Decision makers today continue to rely on "old-fashioned" techniques like the telephone for information acquisition, even when newer technologies, including decision support and executive information systems, abound in the marketplace. Many of them see the introduction of new technology can be attributed to anxiety associated with changing old methods. Yet these individuals readily promote the introduction of new technology into other functions of the organization. This paper takes a close look at the fit between current decision support technology and managers' information needs. The result of this appraisal is an infrastructure for designing new types of systems based on what we know about managers instead of what we know about technology.

INTRODUCTION  

The original aim of management information systems (MIS) was to provide information to managers based on reports and decisions. The literature is replete with tales of the failure of MIS to provide managers with information that they would truly find useful. ([11],[21]). To counter these complaints, IS researchers proposed decision support systems (DSS) and executive information systems (EIS) as the tools that managers could use to support their decision making. These systems did a better job of meeting managers' needs, and yet we find that managers have not relied on these systems to the extent that researchers had originally conceived ([11],[12],[24],[28],[29]).

Decision makers today continue to rely on "old-fashioned" techniques like the telephone for information acquisition, even when newer technologies, including decision support and executive information systems, abound in the marketplace. Some of their reluctance to adopt new technology can be attributed to anxiety associated with changing old methods. Yet these individuals readily promote the introduction of new technology into other functions of the organization.

Why are these tools not being used? One possibility is that a discrepancy exists between the capabilities of the systems and those desired by the manager/user. Recently, a number of articles have appeared that speculate on the managerial support system of the future ([10],[17]). Possibilities range from document-based decision support systems to multi-media office systems to intelligent electronic mail. The purpose of this paper is to identify or propose relationships between managerial needs for information and current and proposed technologies thought to meet those needs. The result of this appraisal is an infrastructure for designing systems based on what we know about managers instead of what we know about technology.

THE DECISION MAKING PROCESS  

Much of the literature on DSS suggests that this technology is intended to support all of the activities comprising the decision making process [e.g., [12]]. Figure 1 replicates a frequently cited linkage between Simon's description of the decision making process and DSS ([30]). In fact, most of the systems in use today focus on providing analytical tools to support the evaluation of alternatives which are usually furnished by the user ([11],[31]). Unfortunately, the analytical focus of these systems does not reflect the managerial decision making process as noted by Mintzberg and others ([19],[23]). In these studies, managers were found to spend from 41% to 64% of their time requesting, gathering, reviewing or giving information. This contrasts to the 15% to 21% of their time spent in actual decision making. One might argue that since information acquisition is the dominant activity in the manager's work day, there will be many opportunities for increasing the efficiency or effectiveness of the time spent on these activities through well-designed technological support.

These studies also point to an obvious mismatch between the activities comprising a manager's decision making process and those supported by DSS. The promoters of EIS recognized that a discrepancy exists. One of the original advocates of EIS, David Friend, remarked that "DSS and EIS are not the same thing. One of the senior executives at Gillette summed it up nicely. 'To me,' he said, 'EIS is having just enough information to ask an intelligent question, and DSS is what the other guy uses to get me some answers.' EIS tends to be for highly structured reporting, sometimes
referred to as 'status access'. DSS, as you know, has become almost synonymous with modeling and unstructured, ad hoc queries." [(11) p. 38]

EIS (sometimes called ESS) have been defined as

"the routine use of a computer-based system, most often through direct access to a terminal or personal computer, for any business function. The users are either the CEO or a member of the senior management team reporting directly to him or her. Executive support systems can be implemented at the corporate or divisional level." [(28), p. 16].

EIS are data-retrieval oriented, contrasting to the model orientation of DSS. They also place more emphasis on communications. Rockart and Delong point out a number of ways in which EIS can be distinguished from DSS and office automation. They find that EIS supports a broader range of applications. Its software is tailored to senior executives' use. It introduces new sets of implementation issues related to its executive audience. Additionally, it will have organization-wide impacts, compared to the departmental impacts of the other types of systems.

Between the two, EIS and DSS support a sizeable percentage of managers' data needs. EIS excels at supporting problem assessment strategies that detect patterns or inconsistencies in numerical data. Some EIS support external retrieval of non-numerical information, but still the focus is on providing easy access to internal data. EIS focuses on aiding in the identification of a problem area once symptoms have been perceived. It is chiefly a retrospective technology, meaning that trends or other indicators in historical data indicate that some action is to be taken.

DSS allows the decision maker to manipulate the data after he has identified the problem and selected one or more analytical techniques. DSS effectively has evolved into a reaction to be used in a problem or opportunity that has already been discovered.

EIS and DSS are fairly successful at helping to understand and analyze a problem once it is internalized to the organization. Lower level managers, who perform more analysis of internal problems and spend less time searching for information, are more comfortable with present DSS technology. Higher-level managers spend a larger proportion of their time in the information search activities that precede this analysis. Their inclination to rely on human and text sources may be due, in part, to a deficiency in the types of support that technology currently provides.

ENVIRONMENTAL ANALYSIS

Ranke and Aldrich [19] note that top-level managers are boundary spanners, spending about half of their time in external contacts. Although the subject of these contacts was not recorded in their studies, it is safe to assume that at least some, and probably most, of this time is spent on gathering information. In a study of CEOs' sources of strategic information, El Sawy [8] counted 146 mentions of external sources compared to 49 internal sources. Tables 1 and 2 record the frequency with which CEOs mentioned various external and internal information sources. The more frequent use of external information was also noted in studies by Aguilar [1] and Keegan [16].

Fayeh and Narayanan [9] discover that organizations rely on various environmental analysis practices as means to support strategic planning in organizations. These include scanning, monitoring, forecasting and assessment. Table 3 presents the distinctions among these types of analyses. Of these, scanning and monitoring involve the search for and acquisition of information, both internal and external to the organization. The results of these two activities become the data sources for the forecasting and assessment.

Forecasting and assessment employ analytical techniques which are much more in line with the "traditional" view of DSS. Much of the data used by these techniques is amenable to being stored in a structured data base, and studied using models such as time series and regression analyses.

However, not all forecasting and assessment techniques are quantitatively based. Others, including Delphi, cross-impact matrices and scenarios [9] rely on human experts to make qualitative evaluations.

Recent advances in Group DSS [7] propose to provide computerized support for some of these methods. CGS aims to expand the usability of DSS.
by the intermediaries who must interact with them, and also to the impression of their search strategies. Thus, even though they are being used more often than ever, they do not directly support the individuals who formulate business strategy and plans.

This leaves an identifiable gap between the people who need quick access to potentially unidentifiable information sources and the mechanisms for finding the information. As Fahey and Narayanan [9] note, managers rely on their own reading and the advice of experts to gather potentially useful data.

El Sawy [8] found that CEOs prefer to conduct their own scanning rather than to delegate it. He proposes that this unwillingness is due to the potential for uncertainty absorption, which occurs when inferences are communicated in the information rather than simply evidence. One CEO in El Sawy's study noted: "I do a lot of scanning myself...there may be subtleties that others won't see..."(p.56). Alternative explanations, which El Sawy attributes to Mintzberg [22], are that managers tend to store much of their scanning information in their minds, and not in company documents. This would preclude them from delegating this activity. Also, CEOs are privy to gossip or rumors that would not be picked up without their personal contacts.

El Sawy, like Fahey and Narayanan, argues that there are multiple modes of scanning. He talks about unsolicited receipt or passive scanning, where the CEO is given unsolicited information. In reactive scanning or problemistic search, the CEO is faced with a specific problem about which he scans for information.

Coincidental surveillance is a proactive mode, where information of an unspecified but relevant nature is gained from non-habitual sources. Routine monitoring, which is also proactive, is a systematic search of habitual sources. Note that these different scanning modes are similar to the scanning and monitoring activities of Fahey and Narayanan. Table 4 shows the prevalence of proactive scanning activity, especially routine monitoring. This clearly shows that the CEOs maintained a specific pattern of scanning, and that they knew where to look for potentially important information.

The preference for routine, personal scanning implies that any system designed to augment this process would necessarily need to be customised, but not all-encompassing. The list of preferred sources in Tables 1 and 2 tells much about the delimiters of such a system.

First, the impersonal sources listed are, for the most part, publicly available documents. These sources would be the easier ones to include in a system, both because of their general availability and predictability of mode of presentation. This is not to say that this would be an easy task. Indeed, we have yet to design a system that can understand the contents of a document and be able to easily choose relevant passages based upon a profile of the user.

Secondly, all of these activities take a certain amount of time, knowledge, or contacts. The ability of a system to save on these would...
increase the amount of scanning that could be conducted by reducing the costs associated with the process. For example, a system could conceivably perform much of the routine monitoring for the manager. The interpretation of "routine" in this application would necessarily entail a much more sophisticated retrieval process than any used elsewhere in the organization. Artificial intelligence understanding of natural language and multi-media file structures are two of the advanced technologies that would be incorporated in such a system. Nevertheless, the potential for generating high quality information through monitoring of the manager's usual and infrequent sources is high, and may actually increase the set of sources that he might regularly peruse.

Another example of expanding the base of scanning involves the unsolicited reception of information, which, to be understated, will surely increase with electronic mail. Both good and bad transmissions should increase, yet a competent message filter would also improve the usefulness of this as a scanning mechanism (20).

Third, many of the sources are human, and represent both verbal and written transmissions. Some of these represent hard facts, while others, as noted above, may convey innuendo or rumor that are not amenable to computerization. This means that not all of these sources could or should be included as inputs to a system. Although this information would not be obtained through a system, the ability to amend notations and links about this to other stored information may improve the usefulness of scanning aids to the decision maker.

DYNAMICS OF INFORMATION

One of the main difficulties with providing information to decision makers lies in the myriad of characteristics related to the nature of information and its sources. Not all information sources are equally desirable in all situations. Dramatic differences in the desirability of various information sources have been observed, even without considering the preferences or biases of individuals.

The literature on the impact of uncertainty and equivocality in information processing on the choice of media explains much of the difficulty
that information systems designers face when attempting to introduce a traditional system into a task domain confronting highly equivocal problems. Uncertainty refers to the absence of information, and equivocality is interpreted as ambiguity, where multiple and conflicting interpretations of information exist. According to Daft et al. [6], "Uncertainty leads to the acquisition of data. Equivocality leads to the exchange of subjective views among managers to define the problem and resolve disagreements." (p. 357).

Studies have shown that, when faced with equivocality and uncertainty, decision makers prefer to get their information from "information rich" sources. According to Daft and Lengel [5], communication media vary in their capacity to process rich information. They have found that, in order of decreasing richness, preferred media classifications are (1) face-to-face, (2) telephone, (3) personal documents such as letters or memos, (4) impersonal written documents, and (5) numeric documents. Note in Figure 2 that rich media are personal and involve face-to-face contact between managers, while media of lower richness are impersonal and rely on rules, forms, procedures, or data bases.

Richness of media is based on four criteria: timeliness of feedback, the number of physical and visual cues, the range of meaning and precision conveyed by the language variety, and the perception of a personal focus. Daft et al. [6] show that effective communication of information results from a proper match between media richness and message equivocality. Too rich a media may be equally undesirable as one that does not provide enough of these cues. Werner [33] concurs, noting that a communicator who imposes too great or too small a psychological distance by choice of media does not have as much impact as one which is appropriately personal.

Since high-level decision makers deal with highly equivocal situations on a regular basis, traditional information systems and DSS, which exhibit relatively few of the cues associated with rich information sources, would not provide the appropriate media match to the problems at hand.

**QUALITY AND ACCESSIBILITY**

Many researchers have studied the relationship between the quality and accessibility of an information source and frequency of use of the source ([2], [26], [27]). Although not all of these studies involved managers as subjects, there is a positive association established between these concepts. That is, higher quality information is used more frequently, as is information that is easier to access.

This is not to say that technology could ever replace human interaction entirely. Symbolic cues [32] associated with the choice of personal or technological contact will always remain as a factor in media choice, even when issues of time, geography and content have been addressed.

Although Trevino et al. did not study their relative importance directly, they did find that situational determinants (e.g., time and geography) were mentioned more than symbolic cues or content (i.e., potential for equivocality) as the impetus for choosing rich media over lean media. Table 5 shows the relationship between the media used and the reasons they were selected.

### Table 5. Relationship Between Media Choice and Reason Categories

<table>
<thead>
<tr>
<th>Reason</th>
<th>Face-to-Face</th>
<th>Telephone</th>
<th>E-mail</th>
<th>Written</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Reasons</td>
<td>46 (33%)</td>
<td>25 (54%)</td>
<td>23 (69)</td>
<td>20 (96)</td>
<td>94 (235)</td>
</tr>
<tr>
<td>Symbolic Reasons</td>
<td>77 (119)</td>
<td>45 (52)</td>
<td>15 (68)</td>
<td>29 (106)</td>
<td>153 (298)</td>
</tr>
<tr>
<td>Situational Reasons</td>
<td>29 (51)</td>
<td>51 (109)</td>
<td>62 (169)</td>
<td>43 (127)</td>
<td>58 (304)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>152 (315)</td>
<td>112 (265)</td>
<td>190 (404)</td>
<td>160 (548)</td>
<td></td>
</tr>
</tbody>
</table>

This connection is called into question in a study by Boynton [3], in which the linkage was not significant or found to imply a negative correspondence. This discrepancy may be due to problems in the development of adequate measures, as the author himself points out.
Trevino et al. interpret Table 5 to say that situational determinants were the most important of the three factors for deciding on a medium. The situationally-determined reasons, listed in Table 6, pertain to many of the features for which people turn to computerized systems. These are things at which technology excels, ways in which technology can enhance the process of information acquisition. However, knowledge of the extent of equivocality and the implicit symbolism conveyed in a situation should certainly be considered when designing the DDS of the future.

NEW MEDIA

Many of the studies on the desirability of alternative information sources do not include sophisticated information systems in their choice of media. Those that do consider computer-generated information do so in the form of prespecified reports. Other studies focus on electronic mail as a means of communication, but not directly as an information source [32]. Kasper and Morris [15] studied the differences among paper, electronic mail, audio and audiovisual presentation media. These were compared in terms of comprehensibility of a message, perception of its difficulty, and reception time. Written media (paper and electronic mail) were preferred to voice (videotape and audiotape) for message comprehension, and required less reception time than the voice media for less difficult passages. Perception of difficulty was the same for both types of media.

In another study focused on written, audio or videotaped messages, Chaiken and Eagly [4] found that, for difficult messages, persuasion and comprehension were greater with written media than with audio or video. For easy messages, however, persuasiveness was highest with verbal communication, followed by audio, then written. There were no differences among the three for comprehension. Computer-based technology was not included in this study.

In a study of a combined voice and electronic mail system, Nicholson [25] found that voice mail was more frequently used for more informal, person-to-person communication, while written electronic mail was preferred for formal communications. Voice mail was sent to fewer recipients than its written equivalent, typically replacing a face-to-face meeting. Nicholson concluded that voice was better suited to informal commentary on a document, because of its ease of use and speed of access. Written text was needed as a source of referenced data.

Dart et al. [6] speculate on the generalizability of their findings to other media than those covered by their study. Some new media, particularly electronic mail and group DDS, are seen to conform more to the richness criteria than their technological predecessors. The ability of technology to cut through barriers of time and geography, coupled with awareness of the cues desired by decision makers facing equivocal situations, may result in new forms of DDS to meet the needs of a previously overlooked populace. In addition, the substitution of technology may have other, perhaps unanticipated effects on decision making.

In a series of studies of the interaction among members of computer-mediated groups, Kiesler et al. [18] found differences in the processes adopted by computer-mediated and face-to-face groups. They found that computer-mediated groups took longer to reach a consensus, exchanged fewer remarks, participated more equally, and showed significantly higher choice shift than their face-to-face counterparts. They raise questions about the differences in decision making processes, noting the difficulties of coordination resulting from lack of feedback, the absence of social influence cues for managing discussions, and the depersonalization imposed by the lack of nonverbal cues and absence of social norms. Their results underline the potential for changes in the flow of information within an organization, with a coincident change in the power structure aligned with the use of information.

IMPLICATIONS FOR DDS

The implications of the research examined here are of the good news/bad news variety. The bad news is that much of what we have focused on in DDS and EIS research has been addressing only a small piece of the process. Our systems are good at retrospective, evaluation and analysis, yet managers spend much more of their time searching for information. We need to concentrate more of our effort on the information gathering and communication activities of managers.

We have been designing systems for managers in need of rich information sources, but doing so with inappropriate technology. Even though systems aimed at supporting information acquisition activities may be providing needed information, they are not as useful as we had intended them to be. These managers cannot obtain the information they need under the criteria they prefer (feedback, multiple cues, language variety and personal focus). It is not enough to save on time or geography; richness of media and symbolic significance must also be embraced.

The good news is that we are progressing in the right direction. The succession of MIS to DDS

| TABLE 6. REASONS FOR MEDIA CHOICE: STATISTICAL SIGNIFICANCE (P_VALUES) AND RELATIONSHIP TO MEDIA CHOICE |
|---|---|---|---|---|---|---|
| Source | P-F | MEDIA | E-M | H | M | Total |
| 1. Close proximity, short distance | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 2. Open long distance | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 3. Simplicity, dispensable | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 4. Personal preference | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 5. Accessibility, reach | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 6. Reach may receivers at once | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 7. Provides a permanent record | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

Chi-square test, p < 0.05, n = 1881

Note: Table 6 is based on the study by Trevino, et al., 1999.
and EIS shows much improvement in managerial support. New technologies that surmount the "media richness" barrier are now or soon will be available to continue this progression.

Some of the studies summarized herein have demonstrated the usefulness of new information technologies such as electronic mail and GDSS relative to their manual counterparts. The demand for quick access to high quality information underscores the advantages information technology has to offer. Recognition of the need for sophisticated scanning and monitoring activities provides the impetus for designing multi-media, document-based DSS and intelligent communication systems.

The unpredictable and highly equivocal nature of strategic decision making forces information technology to take a back seat to human interaction as a preferred source of information. Even so, we can take advantage of the capabilities of technology to improve upon other sources such as the telephone, written documents, and standard reports.

The four criteria defining information richness will need to expand to include modes of technological expressiveness not available through non-computerized means. For example, Kiesler et al. [18] recall that computer conferences developed ways to express emotion by sending computerized screams, hugs and kisses.

Other changes in information acquisition activity are also inevitable. The ease with which a message can be sent to a large number of recipients will permit a request for information to cheaply reach a much larger audience than before. Time zone differences can also be circumvented, so that international sources of information can be accessed at any time.

Organizational hierarchies will no longer limit the flow of information from within. Strong personalities may no longer dictate the course of action, as more democratic communication and negotiation systems are introduced. Many changes are inevitable, and a long, perhaps painful, learning process will precede the successful implementation of the next advance in DSS.

ACKNOWLEDGEMENT

This work was supported under NSF Grant SES-8808746.

REFERENCES