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Abstract

Three parallel implementations of the simplex algorithm on three different parallel architectures, are presented and compared. Each machine is the representative of one class of parallel computers. Performance comparisons and the major difficulties encountered by the user of these machines are given.

The potential for parallel programming of the array processors is investigated with the MPP machine. The multiprocessor systems with asynchronous shared memory are studied by implementing the simplex algorithm on the Encore machine in both the process creation by \texttt{fork()} and tasking environment. The class of supercomputers represented by the Alliant FX-8 "mini-supercomputer" where a Fortran compiler can parallelize and vectorize DO loops is considered.
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1 The Simplex Algorithm

The simplex algorithm was developed by Dantzig\cite{DANT63} for finding the solution of a linear programming problem. Its simplicity and elegance made it the essential numeric tool for solving optimizing linear problems. Therefore, it was (and still is) the object of intense study \cite{VAJDGO}, \cite{FICKGl}, \cite{BORG80}. Our paper is a contribution toward efficient implementations of the simplex algorithm on parallel processors available today. The general form of a linear programming problem can be expressed as follows:

Maximize the linear function

\[
 f = c_1 x_1 + c_2 x_2 + \ldots + c_n x_n
\]

where \(c_1, c_2, \ldots, c_n\) are given real numbers called costs and \(x_1, x_2, \ldots, x_n\) are unknowns subject to the linear restrictions

\[
 a_{11} x_1 + a_{12} x_2 + \ldots + a_{1n} x_n \leq b_1
\]

\[
 a_{21} x_1 + a_{22} x_2 + \ldots + a_{2n} x_n \leq b_2
\]

\[
 \vdots \quad \vdots 
\]

\[
 a_{m1} x_1 + a_{m2} x_2 + \ldots + a_{mn} x_n \leq b_m
\]

and \(x_i \geq 0, i = 1, 2, \ldots, n\), where \(a_{ij} \in R, i = 1, 2, \ldots, n, j = 1, 2, \ldots, m\).

The standard simplex algorithm \cite{BUND84} consists of a sequence of iterations that for a given solution \(X^0 = (x_1^0, x_2^0, \ldots, x_n^0)\) of the linear programming problem improves \(f\) until the optimum solution is obtained (if one exists, otherwise the absence of a solution is specified). Let \(X^i\) be the solution before iteration \(i\). A new solution \(X^{i+1}\) is constructed at iteration \(i\) from \(X^i\) with the property that \(f(X^{i+1}) \leq f(X^i)\). The construction of \(X^{i+1}\) from \(X^i\) is performed by the following sequence of operations:

1. Find the variable \(z_c\) which generates the best contribution to the value of \(f\) if introduced in the solution. The index \(c\) of this variable is given by the maximum coefficient of the function \(f\) at this iteration.

2. Find the variable of \(X^i\) that needs to be replaced by \(z_c\). The index of this variable is given by the smallest number \(b_j/a_{ij}, j = 1, 2, \ldots, m, \quad a_{ij} > 0\). Let it be \(b_j/a_{ij}\).

3. Transform the matrix of the initial problem by a Gaussian elimination using element \(a_{rc}\) as a pivot, i.e., perform the operation \(V_j, i, j \neq r, i \neq c, a_{ji} := a_{ji} - a_{rc} a_{ij}/a_{rc}\).

Computationally the algorithm can be presented as in figure 1.

\[
\text{Start} \quad \text{Read matrix} \quad \text{Set the initial solution} \quad \text{Find min } c_i, c_i < 0 \quad \text{Let } c \text{ be its index} \\
\text{Stop Optim} \quad \forall i, c_i \geq 0 \quad \text{Yes} \quad \text{No} \\
\text{Stop No Sol} \quad \forall j, a_{jc} \leq 0 \quad \text{Yes} \quad \text{No} \\
\text{Find min } b_j / a_{ij}, a_{ij} > 0 \quad \text{Let } r \text{ be its index} \\
\forall j, i, j \neq r, i \neq c \text{ do } a_{ji} := a_{ji} - a_{rc} a_{ij} / a_{rc} \\
\text{Figure 1: Flow of control}
\]
In order to use this algorithm to solve a linear programming problem the set of m linear inequalities defining the problem is first converted into a set of m linear equations by introducing at most m slack variables and by changing the sign of all free terms such that bj ≥ 0, j = 1, 2, ..., m. The optimizing function f is then added as line 0 of the linear system of equations thus obtained in the form C - f = 0 where C is its optimal value (originally 0), i.e., -c1x1 - c2x2 - ... - cmxn = 0. The initial feasible solution is then obtained by introducing m new variables whose coefficients in the function f are set to zero. The matrix of this system with the free terms in column 0 is organized as the two dimensional array called simplex tableau:

\[
\begin{array}{cccccccc}
   a_{00} & a_{01} & ... & a_{0l} & a_{0m} & a_{0m+1} & ... & a_{0m+l}
   \\
   a_{10} & a_{11} & ... & a_{1l} & a_{1m} & a_{1m+1} & ... & a_{1m+l}
   \\
   ... & ... & ... & ... & ... & ... & ... & ...
   \\
   a_{m0} & a_{m1} & ... & a_{ml} & a_{mn} & a_{mn+1} & ... & a_{mn+l}
\end{array}
\]

The simplex tableau is automatically constructed by the procedure reading the simplex matrix.

Using the simplex tableau defined above, the simplex algorithm can be formulated as the following sequence of steps:

1. Find the pivot column, i.e., perform the computation:
   \[
   C = \begin{cases}
   -1, & \text{if } T[0, i] ≥ 0 \text{ for } i = 1, 2, ..., n + m; \\
   c ≥ 1, & \text{if } T[0, c] = \min(T[0, i]), T[0, i] < 0,
   \\
   i = 1, 2, ..., n + m.
   \end{cases}
   \]
   If C = -1, the optimum solution was found. Otherwise step 2 follows.

2. Find the pivot line, i.e., perform the computation:
   \[
   L = \begin{cases}
   -1, & \text{if } T[j, C] ≤ 0 \text{ for } j = 1, 2, ..., m; \\
   r ≥ 1, & \text{if } T[r, C] = \min(T[j, 0] / T[j, C]),
   \\
   T[j, C] > 0, j = 1, 2, ..., m.
   \end{cases}
   \]
   If L = -1 there is no solution. Otherwise step 3 follows.

3. Transform the simplex tableau by the formula:
   \[
   \text{for } i = 0, 1, ..., n + m, i \neq C \text{ do for } j = 0, 1, ..., m, j \neq L \text{ do}
   
   \]

Clearly parallelism can only be found within each of these three steps. In order to obtain maximum speed, the granularity of parallelization needs to be controlled by the user according to the architecture of the machine. This is done by allowing the user to define the unit of parallelization as being a contiguous block of \(H\) lines and \(K\) columns of the simplex tableau. The number \(N\) of contiguous blocks \(T[H, K]\) (i.e., parallel jobs) in which the simplex tableau \(T\) can be partitioned is determined by:

\[
\begin{align*}
p &= [(n + m) / K] + sg(rest((n + m) / K)) \\
q &= [m / H] + sg(rest(m / H)), N = p * q.
\end{align*}
\]

The constants \(H\) and \(K\) that determine \(p, q\) are dependent on the type of hardware and its computation power.

2 Implementation on the MPP

The MPP machine [NASA88] is an array processor that operates under the control of a conventional VAX-11/780 front-end (figure 2) and consists of three main units:

1. Array Processing Unit, APU, a two dimensional 128 × 128 mesh with wrap around connections between processing elements in the same row or column denoted by \(PE(i, j)\), \(i, j = 0, 1, ..., 127\). Each \(PE(i, j)\) is 1-bit processor containing 1,024 bits of random access memory denoted here by \(PEM(i, j)[0..1023]\).

2. Array Control Unit, ACU, which executes scalar operations and controls the operations performed by the APU. The ACU, figure 2, is actually composed of three units:
   - Main Control Unit, MCU, which is the local memory of the MPP used to store an MPP program and its scalar data.
   - I/O Control Unit, IOCU, which controls the flow of data in and out of the APU, in particular data transfers between the APU and STM.
   - Processing Element Control Unit, PECU, which controls the execution of the array operations in the MPP program.

3. Staging Memory, STM, which is a large storage unit of 32 megabytes connected to the APU via a fast 128 bit data path. It is used to buffer data due to limited memory capacity of the APU.

\[
\begin{array}{cccc}
\text{VAX-11/780} & \text{MCU} & \text{PECU} & \text{APU} \\
\text{ACU} & \text{IOCU} & \text{STM}
\end{array}
\]

Figure 2: MPP Diagram

An MPP program is a sequential program which contains array operations, I/O operations and scalar operations. The special feature of the ACU is that all of its three control units can operate simultaneously to allow overlapping of the three types of operations found in an MPP application program.

The software support for parallel processing implemented on the MPP allows a user to develop a program using parallel arrays and operations on parallel arrays as computation units. A parallel array is an abstraction for the APU, i.e., an array of size \(128 \times 128\) of a given type (integer, real, or boolean). An array operation (i.e., having parallel arrays as operands) is simultaneously performed by every \(PE(i, j)\) of the APU, each \(PE(i, j)\), \(i, j = 0, 1, ..., 127\) acting in a lock step fashion on the corresponding memory components of the parallel array operands stored in its memory area.

The Pascal language has been extended with new constructs supporting array processing and implemented on the MPP under the name MPP Pascal. MPP Pascal supports all the Pascal data types. In addition it has been extended with the parallel array as a predefined data type supporting arithmetical and logical operations and the stager array as a predefined data type supporting information exchange between APU and STM. Additional language constructs
operating on parallel arrays are provided in MPP Pascal allowing parallel array management in a high level fashion such as: max, min, sum, prod, shift, rotate, transpose, round, colround, insert, extract.

A parallel array may not be indexed directly. This is why to perform an array operation using selected PE-s of the APU, MPP Pascal provides the special where masking statement:

\[ \text{<mask> do <S_1> otherwise <S_2>} \]

The mask is a boolean expression that evaluates to a parallel array of type boolean mapped on a bit-plane. Each element (id) allows the three components of the MPP to operate concurrently.

The mask is a boolean expression that evaluates to a parallel array of reals or integers. The unit of transfer is until the PECU has finished, waitio which idles the MCU until the completion of the I/O transfer initiated by the IOCU occurs, allow the three components of the MPP to operate concurrently.

The synchronization operations waitq, which idles the MCU until the PECU has finished, waitio which idles the MCU until the completion of the I/O transfer initiated by the IOCU occurs, allow the three components of the MPP to operate concurrently.

The program Prepare-data written in Fortran performs as follows.

1. Read the dimensions m,n of the simplex tableau maintained as a VAX file and determine constants p,q by the rules:

\[ p = \lfloor (n + m)/128 \rfloor + s_1 \]
\[ q = \lfloor m/128 \rfloor + s_2 \]

2. Reorganize the simplex tableau T[0..m,0..n+m] as an array of parallel arrays stored on VAX file F2 in the following format:

\[ P(0,0) P(0,1) \ldots P(0,p) \]
\[ P(1,0) P(1,1) \ldots P(1,p) \]
\[ \ldots \]
\[ P(q,0) P(q,1) \ldots P(q,p) \]

\[ P(i,j) = T[(i-1)p..(i-1)p+127,(j-1)p+127]. \]

3. Use CAD to invoke Simplex, and to wait for its execution.

The program Simplex is an MPP Pascal program. It uses the following type declarations:

```plaintext
type
  ParAr23 = parallel array[1..23,0..127,0..127] of real;
  ParAr1 = parallel array[0..127,0..127] of real;
  ParArInt = parallel array[0..127,0..127] of integer;
  ParArBoI = parallel array[0..127,0..127] of boolean;
  StAr1 = stager array[0..127,0..127] of real;
  StAr512 = stager array[1..512,0..127,0..127] of real;

program Simplex(input,output,row.index,col.index,T1,T2);
%include 'type.dat'
%include 'procedures.dat'
```

In order to execute a program the user invokes its executable image through the CAD user interface. Access to the MPP is done on a first come first served basis. Thus, the interaction between the host part and the main part of an MPP program during its execution observes a master-slave relationship.

2.1 Simplex Algorithm on MPP

The structure of array memory and stager memory determines the parallelization strategy of the simplex algorithm. It consists of splitting the simplex tableau in as many contiguous sub-tableaux T[128,128] as possible.
The Load procedure recomputes the constants $K1$ and $K2$ by the rules shown above and reads the file $F2$ into the array memory or stager memory depending upon its size. Therefore, the simplex on the MPP operates in two modes distinguished by the variable Flag. When $Flag \leq 53$ the entire simplex tableau is stored in the array memory and PivotCol, PivotRow, Update are then used. When $53 < Flag \leq 512$ the simplex tableau is stored in the stager memory and parallel arrays need to be swapped-in and swapped-out in order to be processed and updated. The procedures StPivotCol, StPivotRow, StUpdate similar to PivotCol, PivotRow, Update need to be used in that case.

Let us suppose for sake of clarity that the simplex tableau is small enough to be entirely mapped onto one parallel array $A[i_1,]$. Each entry $(i,j)$ in the tableau is thus mapped onto its own processor $PE(i,j)$. Once pivot column and row have been determined, the tableau updating can be carried out simultaneously by all $PE$-s in one array operation. To perform this updating each $PE(i,j)$ needs to access three tableau items, $(i,j), (pivrow,j)$ and $(i,pivcol)$. The last two tableau items are not accessible by $PE(i,j)$ and data communication and exchange between processors $PE(i,j), PE(pivrow,j)$ and $PE(i, pivcol)$ is necessary. This is performed by creating two new parallel arrays ($BrPC$ and $BrPR$) both constructed by using shift and broadcast array functions as carried out by the Update procedure. $PE(i,j)$ now has access to the three corresponding tableau items and the tableau updating is performed by $A[i_1,] := A[i_1,] - BrPR \times BrPC$, figure 4. When the tableau maps over more than one parallel array in the array memory, this data broadcasting scheme is applied iteratively to each parallel array.

![Figure 4: Simplex tableau updating operation](image)

### 2.2 Performance Measurements

Performance measurements of the simplex implementation discussed above are given in the table 1. The lines of the table are labeled by the number of iterations required to find the solution while the columns are labeled by the number of parallel arrays required to store the simplex tableau. The time in seconds taken by the MPP to solve a problem of the size the number of parallel arrays recorded in the column $j$ and performing the number of iterations recorded in the line $i$ is recorded in the table entry $(ij)$. 

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>4</th>
<th>9</th>
<th>16</th>
<th>25</th>
<th>36</th>
<th>49</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.003</td>
<td>0.006</td>
<td>0.011</td>
<td>0.016</td>
<td>0.43</td>
<td>0.57</td>
<td>0.73</td>
<td>0.91</td>
</tr>
<tr>
<td>6</td>
<td>0.006</td>
<td>0.013</td>
<td>0.022</td>
<td>0.033</td>
<td>0.84</td>
<td>1.10</td>
<td>1.40</td>
<td>1.80</td>
</tr>
<tr>
<td>44</td>
<td>0.047</td>
<td>0.102</td>
<td>0.173</td>
<td>0.260</td>
<td>6.13</td>
<td>8.18</td>
<td>10.0</td>
<td>12.0</td>
</tr>
</tbody>
</table>

Table 1: Performance measurements on MPP

### 3 Implementation on Multimax

A new class of computers [GORD87] called Multimax emerges as multiprocessor computers using as components microprocessors that have the speed and functionality of mid-range supercomputers. The Encore Multimax is a modular system designed as a component of the Encore Computing Continuum [ENCO87], which provides a true multiprocessing and distributed environment. The Encore Continuum uses tightly coupled multiprocessing, distributed, and intelligent control of I/O devices and clustering of Multimax systems. A multimax cluster incorporates from 2 to 20 32-bit processors each provided with 32K byte cache of fast static RAM, 4 to 32 Mbytes of fast shared memory and configurable I/O devices.

The Multimax support for parallel program development and execution consists of a library of functions that extend the collection of system calls supported by Unix\(^1\) and allow the user to declare shared data, make shared processes available to the user program. The function MakeProc was designed by us in order to allow the user to create processes in a program, schedule them for execution while sharing resources, and control their interaction. A user can take advantage of these functions creating and managing a process environment or a tasking environment.

#### 3.1 Simplex with Process Environment

The process environment is provided by the fork() system call that allows a program to create processes in the user program. The function MakeProc was designed by us in order to allow the simplex user to create a variable number of processes.

Process interaction is done by all processes having access at the variable declared shared. There are two classes of system calls in the parallel library allowing the user to declare shared objects:

1. When shared memory is statically managed the user proceeds as follows:
   - Declare a C-language data structure, say data and/or a pointer to it, say datap.
   - Call the function share($) in the parallel library to make data, datap shared under the form
     \[ \text{datap} = \text{share}(0, \text{sizeof(data))} \]

\(^1\)Unix is a trademark of Bell Labs.
2. When shared memory is dynamically managed then the user proceeds as follows:

- Provides the memory area to be manipulated dynamically by the program using the call
  
  alloc = share.malloc(size);
  
  which returns a pointer to an area of memory of size "size".
- Manages dynamically the memory pointed to by alloc using calls of the form
  
  datapt = share.malloc(sizeof(datapt));
  
  share.free(datapt);

Process synchronization is done by using the lock data types supported by the Encore Multimax [RUS88]:

- Lock: is a binary semaphore supporting the operations
  
  spin.init(lock, flag), spin.create(flag), spin.unlock(lock),
  
  spin.cond.lock(lock), where flag shows the state of the lock.
- Barrier: allows a fixed number of processes to synchronize at a given point in a program. It supports the operations
  
  barrier.create(count, state), barrier.init(lock, count, state),
  
  barrier(lock) where count is the number of processes that need to arrive at the barrier before it opens.
- Semaphore: is general semaphore supporting the operations
  
  semaphore.init(lock, state), semaphore.create(state),
  
  semaphore.wait(lock), semaphore.signal(lock).
- Event: provides a barrier at which a variable number of processes can wait having two states, event.posted and event.cleared. It supports the functions
  
  event.create(state), event.init(lock, state), event.post(lock), event.clear(lock),
  
  event.wait(lock).

The lock parameter is a pointer to an object of type the type supporting the function using it, state is SPIN.BLOCK, PROCESS.BLOCK, TASK.BLOCK, showing the mechanism implementing wait, count is an integer and flag is PAR.LOCKED or PAR.UNLOCKED.

The lock variables used in a program need to be created in shared memory. All operations supported by the lock data types specified above are atomic. In addition, the parallel library provides the function

  timer.init() and timer.get() which allow the timing of the program execution.

The structure of a parallel program under process environment is illustrated by the following sketch of the simplex implementation.

```c
#include <stdio.h>
#include <parallel.h>
#define lines 1200
#define cols 1200

struct shared.area
{
    double pivot, *lines[lines+cols];
    int m, n, H, K, Proc, Jobs, JobCount;
    int C, L, p, q, ColCount, RowCount;
    BARRIER barr;
    LOCK lock;
} *glob;

int IdProc = 0;
main(int argc, char *argv[])
{
    int i, State = SPIN.BLOCK;
    glob = share(0, sizeof(*glob));
    /* Read matrix, parameters, and initialize data */
    spin.init(&glob->lock, PAR.UNLOCKED);
    barrier.init(&glob->barr, &glob->Procs, State);
    IdProc = MakeProc(&glob->Procs-1);
    Start: PivCol(&glob->K, &glob->C);
    barrier(&glob->barr);
    if (&glob->C < 0) { PrintSolution(); exit();}
    PivRow(&glob->H, &glob->L);
    if (IdProc == 0) &glob->JobCount = 0;
    barrier(&glob->barr);
    TransformL(&glob->L, &glob->K);
    barrier(&glob->barr);
    if (&glob->L < 0) { NoSolution(); exit();}
    i = Monitor(&glob->JobCount);
    while (i < &glob->Jobs)
    {
        Update(i/p, i%p, &glob->H, &glob->K);
        i = monitor(&glob->JobCount);
    }
    barrier(&glob->barr);
    TransformC(&glob->C, &glob->H);
    barrier(&glob->barr);
    goto Start;
}

The functions PivCol(), PivRow(), Update(), TransformL(), TransformC(), and Monitor() implement the three steps of the simplex algorithm, perform matrix transformations and ensure computation consistency, respectively.

3.2 Simplex with Tasking Environment

Since process creation is a very costly operation, the tasking mechanism was developed to support parallel program development on the Encore Multimax. A task is a function provided with its own stack and thus capable of being executed in parallel with other tasks. A parallel program using the tasking environment consists of a collection of tasks that can be executed in parallel. There is a special task called master that starts the execution of the program initiating other tasks. Each task in turn can start other tasks. The tasking environment of a program is thus defined by the memory size Mem used to allocate stacks for the tasks, the number of processes Proc that run tasks in parallel and the master task, Master. The tasking environment of a program and the start of the master task are set up with a call to the function task.init

```c

task.init(Mem, Proc, Master, Stack, Argc, Arg0,...,Argn);
```

The starting of a task specified by a function Func in the tasking environment (by master task and/or by other tasks) is performed by the call

```c

task.start(Func, Stack, Argc, Arg0,..., Argm);
```

which allocates Stack bytes as the stack of this task from Mem,
transmits arguments on the stack and starts a process to execute the code of Func on this stack, if there exists a processor available for this purpose.

The tasking environment is controlled by the program using the following tasking primitives: task.suspend() that suspends its caller; task.resume(name) makes the task name reschedulable; task.stop() terminates its caller; task.join() waits for all tasks initiated by its caller to terminate; task.self() returns the task identification number of its caller.

There are two restrictions imposed on parallel program development by the tasking approach: the code of a function designed as a task needs to be provided in the program text before the invocation of that task and the locks need to be created and initialized in the main program. The consequence is a bottom-up approach for program development. The structure of a parallel C language program using the tasking environment is illustrated by the following sketch of the tasking version of the simplex algorithm.

```c
#define Stack
#define StackSize
#include <stdio.h>
#include <stdlib.h>
#define StackSize 20000
#define Stack 500
#define cols 1200
#define lines 1200
double pivot, a[lines][lines+cols];
int m, n, Procs, Jobcount, Jobs, H, K;
#define lines
#include <algorithm>

transform()
{
    int i;
    i = Monitor(JobCount);
    while (i < Jobs)
    {
        Update(i/p, i % p, H, K);
        i = Monitor(JobCount);
    }
}

master()
{
    int i;
    Start: ColCount = 0;
    for (i = 0; i < Procs; i++)
    {
        task.start(Stack, PivotCol, i, 0);
        task.join();
    }
}
```

3.3 Performance Measurements

The performance measurements of the simplex implementation on the Multimax using the process environment and the tasking environment closely follow the same pattern. Therefore in tables 2 and 3 we only present the performance of the program implemented in the process environment which is slightly better than for the tasking environment. Table 2 illustrates the variation of the time to solve a problem whose simplex tableau was $512 \times 512$ (i.e., $256 \times K$ elements), with the number of processes running in parallel and the granularity of their interaction. The lines of this table are labeled by the number of processes running in parallel and the columns are labeled by the granularity of the process interaction. The granularity is expressed by the size of the contiguous subtableaux of the simplex tableau transformed by a process independently of the other processes. This is given in the number of parts in which the lines and columns of the simplex tableau are divided. The time in seconds needed by the Encore parallel processor to solve the problem is recorded in the entry $t_i$.

However, examining the behavior of the algorithm on a large number of problems we observed that the best time was provided by job size (16, 260) with 12 processors. Therefore, the last column of table 2 records the behavior of the algorithm for this process interaction granularity.

<table>
<thead>
<tr>
<th>Granularity</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>(16,260)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35.6</td>
<td>9</td>
<td>20</td>
<td>27.2</td>
<td>32.4</td>
<td>35.3</td>
<td>17.8</td>
</tr>
<tr>
<td>3</td>
<td>33.9</td>
<td>9.4</td>
<td>7.2</td>
<td>9.8</td>
<td>11.1</td>
<td>11.7</td>
<td>6.6</td>
</tr>
<tr>
<td>6</td>
<td>34.4</td>
<td>9.7</td>
<td>5.3</td>
<td>5.8</td>
<td>6.3</td>
<td>6.5</td>
<td>4.2</td>
</tr>
<tr>
<td>9</td>
<td>34.8</td>
<td>10.2</td>
<td>3.6</td>
<td>4.6</td>
<td>5.2</td>
<td>5.5</td>
<td>3.5</td>
</tr>
<tr>
<td>12</td>
<td>35.2</td>
<td>10.7</td>
<td>4.1</td>
<td>4.6</td>
<td>4.7</td>
<td>4.7</td>
<td>3.5</td>
</tr>
<tr>
<td>15</td>
<td>35.7</td>
<td>11.1</td>
<td>4.7</td>
<td>4.5</td>
<td>4.5</td>
<td>4.6</td>
<td>3.9</td>
</tr>
<tr>
<td>18</td>
<td>39.9</td>
<td>12.8</td>
<td>6.4</td>
<td>4.9</td>
<td>5.3</td>
<td>5.7</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: Granularity study

<table>
<thead>
<tr>
<th>Job size</th>
<th>4</th>
<th>9</th>
<th>16</th>
<th>32</th>
<th>49</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.6</td>
<td>2.3</td>
<td>3.5</td>
<td>4.6</td>
<td>5.5</td>
<td>6.7</td>
</tr>
<tr>
<td>6</td>
<td>1.1</td>
<td>3.5</td>
<td>5.7</td>
<td>6.6</td>
<td>8.5</td>
<td>10.5</td>
</tr>
<tr>
<td>44</td>
<td>2.9</td>
<td>7.1</td>
<td>13.2</td>
<td>21.9</td>
<td>36.4</td>
<td>44.3</td>
</tr>
</tbody>
</table>

Table 3: Encore performance measurements

4 Implementation on Alliant

The Alliant FX8 is a register to register machine equipped with 8 MC68000 compatible vector processors, 11 interactive processors for input and output, and a 64 megabyte memory subsystem [ARGO86]. Parallel processing on the Alliant is performed by
pipelining vector operations and by parallel processing of the 8
vector processors.

Parallel programming support is provided by the Concent-
trix operating system (Unix-based) and the FX/Fortran lan-
guage which supports the array data type. Like MPP Pascal,
FX/Fortran has been extended with a set of intrinsic array func-
tions: min(Ar), max(Ar), size(Ar), etc., as well as a very sim-
ilar conditional array assignment statement allowing masking on
an array assignment:

\[
\text{if}(j > \text{ne.L}) \Rightarrow CVD\\L NOSYNC
\]
do 40 k = 1, n+m
\[
\text{if}(k > \text{ne. C}) \Rightarrow \text{mat}(j,k)=\text{mat}(j,k)-\text{mat}(\text{L},k)\ast \text{mat}(j,C)
\]
endif
40 continue
endif
80 continue
C Divide Pivot col
goto 99
C GetTimer
c
c
In this implementation all the code is brought in the main
program to avoid subroutine calls.

4.2 Performance Measurements

In order to compare the performance of the simplex algorithm
implemented on the three machines, MPP, Encore Multimax, and
Alliant FX8, we run the program on the same set of problems
and organize the results in the same way. The behavior of the
algorithm on the Alliant FX8 is given in table 4.

5 Instead of Conclusion

The conclusions of the experiments we performed with the sim-
plex algorithm implemented on the three different computers are
twofold. On the one hand they regard the efficiency of the algo-
rithms implemented on the new parallel processing architectures
measured by the speed-up obtained by their parallelization and
on the other hand they regard the user convenience of the vari-
ous parallel processing architectures measured by the difficulties
implied in their programming.

The speed-up of Machines versus Machine, (Machine 1, Ma-
chine 2 are A for Alliant, E for Encore, and M for MPP) while
solving a problem requiring a given number of iterations for vari-
ous sizes of the simplex tableau is recorded in a line of a speed-up
table labeled by Machine1:Machine2 in table 5. The size of the
simplex tableau used in our experiments is measured in number
of parallel arrays required to accommodate it.

<table>
<thead>
<tr>
<th>1</th>
<th>4</th>
<th>9</th>
<th>16</th>
<th>25</th>
<th>36</th>
<th>49</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.015</td>
<td>0.093</td>
<td>0.39</td>
<td>0.79</td>
<td>1.3</td>
<td>1.8</td>
<td>2.5</td>
</tr>
<tr>
<td>6</td>
<td>0.026</td>
<td>0.15</td>
<td>0.74</td>
<td>1.6</td>
<td>2.5</td>
<td>3.6</td>
<td>4.9</td>
</tr>
<tr>
<td>44</td>
<td>0.11</td>
<td>0.8</td>
<td>4.5</td>
<td>9.5</td>
<td>16.7</td>
<td>24.5</td>
<td>33.6</td>
</tr>
<tr>
<td>5</td>
<td>0.093</td>
<td>1.3</td>
<td>4.6</td>
<td>11.5</td>
<td>19.6</td>
<td>30.8</td>
<td>43.6</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>1.8</td>
<td>9.5</td>
<td>24.5</td>
<td>39.8</td>
<td>58.2</td>
<td>78.5</td>
</tr>
<tr>
<td>44</td>
<td>0.8</td>
<td>5.9</td>
<td>38.5</td>
<td>98.8</td>
<td>159</td>
<td>226</td>
<td>305</td>
</tr>
</tbody>
</table>

Table 5: Speed-up for 3, 6 and 44 iterations

91
The simplex problems for these sizes were actually automatically generated from smaller problems. Therefore, instead of definitive conclusions we present our findings as the following three observations:

- The simplex algorithm provides a natural application in which operations on matrices are used. Therefore, array and vector processors should perform better than the general multiprocessor machines. This was confirmed by the speed-up of the algorithm implemented on the three machines.

- The second conclusion shows that even for problems that are naturally suited for array and vector operations, the control of the granularity of process interaction allows the shared memory multiprocessor to become comparable in efficiency to the vector processor in the case of large size problems.

- The third conclusion shows that the performance of the vector processor provided with parallel execution becomes comparable with that of the array processor when the size of the problem is large. This is due to the cost of array transfer between array memory and stagger memory.

Parallel processors clearly allow the simplex algorithm to become an efficient tool in solving linear programming problems. Therefore, comparing the standard version of the simplex algorithm [TARJ83],[DANT79] with the newly discovered polynomial time algorithms [ASPV79],[BORG80] [pp. 18-22] may provide different data when executed in parallel environments. So, further study of the parallel implementations of the simplex algorithm and its comparison with the parallel implementations of these newer methods are necessary.

Each of the three different philosophies of handling parallel processing has its specific type of user difficulties. The major difficulties in programming an array processor result from the promotion of the array (which is a defined type in most programming languages) to a predefined data type. However, the predefined type "array" does not coincide with the array type existing in most languages nor with the matrix type existing in mathematics. Therefore, in order to take advantage of the machine's potential for parallel processing both experience and the language support developed in this respect provide the necessary help. The major difficulties in developing parallel programs for a multiprocessor machine result from the requirement to explicitly manage the implicit process type in the program. This task is performed by the multiprogramming (multiprocessing) operating system operating on a sequential program. Again, experience, the development of concepts and their encapsulation in appropriate data types in the language seem to provide the real help. As for developing parallel programs through the compiler the major difficulties result from the compiler-programmer-processor interaction which requires the programmer to have knowledge of architecture, compilers, and the behavior of the algorithm. Therefore, this could be only a temporary solution used to successfully parallelize existing code that would otherwise be too expensive to redesign.
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