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The use of open ended natural language interaction is essential in computer assisted instruction (CAI) aimed at teaching clinical decision making, and in interactive tests that emulate oral examinations. In developing CASIP, a CAI authoring tool, we have learned about the scope and limitations of computerized natural language interaction. Different approaches were tested and the most effective of these was found to involve a conditionally branched search of key words from among clusters of contextually synonymous words. This mode of man-machine interaction offers a multistage model for certain aspects of human verbal interaction. Ways are suggested to test this model and use it to diagnose certain cognitive dysfunctions, especially in children.

INTRODUCTION

The use of unrestricted natural language (UNL) is essential in computer assisted instruction (CAI) aimed at teaching clinical decision making,[1] and in interactive tests that emulate oral examinations.[2] Although multiple choice CAI is much easier to author using one of the many authoring languages available,[3] its limitations cannot be overemphasized.[1,4] Computerized clinical case simulations which use natural language input have been independently developed and implemented in three medical centers.[5-10] These experiences demonstrate the feasibility of routine use of UNL in CAI, and their success encourages their wider use.

In developing and implementing the authoring tool CASIP (Computer Assisted Socratic Instructional Program) at Buffalo,[7,8] we learned a great deal about the scope and limitations of computerized UNL interaction, and wish to discuss some of our findings and conclusions. We will then compare computerized natural language understanding with verbal interaction among humans. We suggest that the program by which computers can be made to logically respond to UNL may serve as a model for the corresponding processes in the human mind, i.e., finding the most effective way to communicate with a computer may give us insight into the way we communicate with each other. Although it is an oversimplification, this assumption can lead to the understanding of certain verbal communication dysfunctions, expressed in learning disabilities. We also believe that our insight may lead to an effective treatment of some of these conditions.

TEACHING A COMPUTER TO UNDERSTAND NATURAL LANGUAGE

Basic to natural language understanding by computers are the following facts. Each character in the alphabet and every reading sign has a specific numerical value in any machine language. Each word can be expressed as an array ("string") of characters. Practically every computer language has an algorithm for comparing the values of consecutive members of two numerical arrays, which is used to determine if two such arrays (representing words) are equal. This enables computers to recognize any sequence of characters, i.e., any word, and is the key to the development of all computer languages.

In the development of computer languages the choice of the sequence of characters that denote a command or a function is arbitrary. But, for our own mental convenience we usually choose sequences that denote terms logically associated in our natural language with whatever we want the computer to do, e.g., "include", "if", "else", "while", "print", "return" etc. To effectively communicate with the computer we do not need more than 100 such "words".

Each computer language has its own restricted vocabulary. Identical words may invoke different functions in different languages. In most programming languages one must be careful not to use any of these "reserved" words indiscriminately to name variables, since the computer may take such a name of a variable as a command. All computer language have in common the use of single strings as commands or functions; all their messages can be coded in the form of a limited number of single words. They do not need the use of sentences.

In addition to the basic vocabulary used for programming there is the specific vocabulary of variables used in each particular application of a given program. For instance, if the computer asks
you "What is the capital of France?", the word "PARIS" (or "Paris" or "paris") will invoke a certain response, whereas any other string of letters will invoke a different response. Verbal variables may include sentences, since the space character can be included as a member of a recognized string, e.g., the computer may be programmed to respond positively only if the answer is "The capital of France is Paris" but negatively to "Paris is the capital of France" or "France's capital is Paris". Trying to communicate with a computer in unrestricted natural language requires, therefore, much more than the simple recognition of strings of characters.[11]

When do we need to communicate with the computer in UNL? We do not need this to make the computer carry out a command, such as resetting its clock, recalculating a spreadsheet, or providing a list of drug interactions from a database. To achieve this we can readily learn a limited vocabulary and treat the computer as we treat our dog who understands a limited number of single word commands. In fact, given all the "shift", "control" and "alt" keys available on the keyboard we can often interact effectively with the computer through single key stroke commands. Although it would be nice if the computer could tell us what we want it to have, it is relatively easy to accept any answer as a correct answer (100% sensitivity) at the cost of lowering the specificity to zero. Alternatively we can make the specificity 100% by specifying just one specific sentence as a correct answer. Then the sensitivity is - if so, how can we teach this to a dumb machine?

How can we make a computer understand the meaning of a sentence? In "understanding" we denote the recognition of the meaning of the sentence with a high sensitivity (low probability to declare the answer meaningless) and high specificity (low probability to attribute to the answer a different meaning than the respondent wanted it to have). It is relatively easy to accept any answer as a correct answer (100% sensitivity) at the cost of lowering the specificity to zero. Alternatively we can make the specificity 100% by specifying just one specific sentence as a correct answer. Then the sensitivity will be practically zero since there is very little chance that the respondent in UNL will give exactly the expected specified answer. The art of teaching the computer to understand UNL is to maximize both sensitivity and specificity, i.e., to optimize the recognition process.
The first step in any computerized UNL scheme is to parse the sentence into words. This is very easy to do from the programming standpoint. Once we have isolated the individual words in the sentence, there are principally two different strategies to teach the computer to "understand" the meaning of a sentence. One is to analyze the grammatical structure of the sentence and assign to each word its grammatical attribute before trying to extract the meaning. The second is to try to identify the words or phrases in context with the previous steps of the conversation, and if necessary, look for other words or phrases that qualify the former words and provide a more specific understanding of the answer.

Although it may look difficult, it is possible to program a computer to analyze the grammatical structure of any sentence. This can be done using any programming language but is probably most readily achieved with PROLOG. Since CASIP is essentially a high computer language designed to analyze verbal input, and since we were, obviously, familiar with it, we have done this using a modified version CASIP. We used as landmarks the unambiguous identity of prepositions, articles, and pronouns as well as of adjectives ending with "al" and adverbs ending with "ly". We also used a set of common adjectives and adverbs that do not follow these rules, to identify those grammatical forms and use them as landmarks. We also used the suffixes "ed" and "ing" (excluding common nouns with this suffix) to confirm the identity of verbs and of suffixes such as "ies", "tion", and "sion" to confirm nouns.

After several trials and corrections, we had a program that could correctly identify the grammatical components of over 90% of grammatically correct sentences. This still did not mean that we were much closer to understanding the information that these sentences conveyed. To understand the meaning we must recognize the individual verbs and nouns, and this cannot be done without knowledge of the context. Moreover, when this program was tested by medical residents in a clinical simulation environment, most of the answers given had incorrect grammatical structures, leading to imprecise assignments of grammatical attributes to the different components of the sentences. This experience demonstrated the main shortcoming of this strategy of understanding UNL - unlike when writing an essay, medical students and residents in a CAI environment often break grammatical rules when they type in answers on a keyboard just as they do when they talk. This does not typify only medical students, of course, but is true of human verbal communication in general. We all break rules of grammar in our conversations.

The other strategy to teach computers to "understand" the meaning of sentences, involves identification of words in context. Once the computer identifies words in context with the conversation, it can branch out to identify additional words in context with the former words. For instance, if the question was "What treatment would you order in this case?" and the user answered "In this case I would like to administer lidocaine iv", the computer would first identify "administer" and eliminate a group of other potential treatments, then it will branch out and identify "lidocaine" as one of a group of drugs that might be administered, and finally, if necessary (not in this particular case) it will scan a short list of different routes of giving drugs and identify "iv". If it did not identify a plausible drug in the second stage it would ask "What do you wish to administer?" At the first stage it will also check if the sentence does not contain "not", "cannot" or "never" to assure that the respondent is not one of those who cannot give a straight answer. The program would handle the answer in the same manner if instead of "administer" words such as "infuse", "inject", "give", or even "push" were used. All these words are contextual synonyms. This multistage strategy is more sophisticated than the simple hunt for "key words".[12]

The computer would handle the situation in the same manner even if the answer contained only two words, for example, "Infuse lidocaine". "Lidocaine infusion" would also be accepted, as would be "Lidocaine iv". We may instruct the computer to accept also one-word sentences, e.g., "Lidocaine", but we prefer it to ask the student to repeat the answer in a more comprehensive manner. Such one or two word answers can be conversationally legitimate but they are grammatically awkward and could not be analyzed unambiguously by a grammatical structure analyzer. It is noteworthy that key words for syntactic analysis, such as "the", "in", "this", "it", "would" or "to" are ignored in the contextual analysis. CASIP skips these words outright and does not analyze them, thus shortening the time of sentence analysis.

The sequential recognition of words which takes place by repeated matching of a given word with many groups of contextual synonyms in the computer's memory is a time consuming process. This process can be started as soon as the respondent finishes the input, or it can be executed as soon as each word is typed in. We tried both approaches and found the latter to be operationally less effective and more time consuming, because the necessary contextual information is missing when the words are analyzed in a "half baked" answer.

The effectiveness of CASIP's UNL recognition is somewhat limited by spelling mistakes of the respondents. This problem can be diminished but not eliminated by using for analysis words that are truncated (comparing, for example, just the first 5 letters of certain words in the answer with the words in the computer memory), or by placing a wild card letter in a position that is likely to be misspelled. This could be done to an extent that would not affect the specificity of word recognition. A more sophisticated approach would be to include in the list of synonyms also
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word or a phrase, it will respond as soon as that word has been recognized, without waiting for the rest of the input. A short tempered person will do the same in conversation with you, responding even before you had a chance to finish speaking. A polite person will not cut into your words but may use the spare time to relax his mind. In either case the recipient of the message stops listening to you once the anticipated key words have been received. However, unlike computers, people may get bored while waiting for the next message, and their mind may start wandering, so they may miss the next message when it eventually comes. This is the reason that good orators, like good nursery school teachers, try to include just one piece of information in each sentence. Analogously, CASIP performs best when each answer contains just one message.

If human understanding of verbal communication is based on the recognition of key words just as an "intelligent" computer does, can we use the computer's TNL interactive program as a model for the study of impairments in human communication? Let us review the model to clarify the question. Following our model, verbal communication between people has the underlying expectation of an answer or statement that are within the contextual framework of the conversation. If the message is outside those limits, i.e. outside the range of probable answers or statements, we are unprepared and caught by surprise. If we cannot rationally place the message within the contextual framework, even after requesting further clarification, we decide that we must be conversing with an incoherent person. In expecting a message within a range of alternatives, each alternative constitutes of a group of logical contextual synonyms. For instance, even if we ask a general question such as "What do you want to do this Sunday morning?" we expect a large but still limited number of alternative responses. These may include, for example, go to church, shopping, jogging, reading, watching TV, mowing the lawn, fixing the car, going to the beach, etc. Each of these alternative contextual messages comprises of a group of messages which the listener considers interchangeable at that point in time. For example, "shopping", "purchasing", "buy", "wall", "look for", "Sears", "K-Mart", "sale", "finding", are contextually equivalents in the expected answers. Any of these key words once recognized may be followed by "Don't you have anything better to do", "Didn't you say you wanted to fix the car this weekend?", or "Let us go to the beach instead".

This model predicts impairments in two functional areas. One is a limited mental ability to come up with a sufficiently large assortment of contextual expectations. The other is insufficient or incoherent clustering of keywords for each of these expectations. The number of contextually accepted alternative messages may be a measure of the brightness of the listener. A bright person is less likely to be surprised by an esoteric but still logical message. If the number of alternative anticipated answers is exceptionally small, we will say that the listener is dumb or single-track minded. However, if the expectations are numerous but consistently do not match the message because they all are out of field, the listener may have a serious cognitive problem.

Considering defects in clustering, we may encounter two types: Scanty clustering and incoherent clustering. Scanty clustering means an abnormally small number of contextual synonyms in each cluster. This may be the result of linguistic poverty, which can often be corrected, or it may arise from an inability to generalize or cluster contextually equivalent words. An inability to cluster contextual synonyms might result in an overload of expected alternative contextual messages. This would slow down the understanding of messages, impairing the flow of conversation, or the listener might even stop temporarily accepting messages, breaking the conversation altogether. The latter mechanisms may explain certain types of concentration deficiency, especially in children. Remedial action may be to give such children exercises in association of nouns, verbs and concepts.

Incoherent clustering may be a different cognitive defect. If certain clusters contain key words that do not belong there, one might encounter strange miscomprehensions. The listener might then respond in a way that shows that the message was misinterpreted. After confirming that such misunderstandings are not the result of semantic difficulties, which may be common in certain sub-populations such as normal bilingual children, one might elicit from the subject the rationale for the unexpected answer, which may be the result of an unconventional yet sound reasoning. If that attempt fails we may be confronted with an intrinsic mental problem.

If our model has merit in cognitive psychology how can it be tested? Moreover, how can the hypothetical defects cited above be diagnosed? We believe that both questions can be answered by measuring the time of response by either EEG (evoked multifocal response) or by EMG (picking up the action potential associated with speech even before utterance). The time of message processing may be defined as the time from the transmission of a key word to the time of response. If we use a computer to transmit the verbal message either visually on the screen or in an auditory mode, using a speech synthesizer, the transmission of key words can be clocked precisely. It should be possible to measure and characterize the delay in the responses when an unexpected message is received, or the lack of response if attention (expectation of message) has ceased. Also the recovery time, the time it takes to be prepared for the next message (resetting the clusters) may be measurable by intentionally overloading the input, firing one message after the other as is done in the notorious cross examinations.
Children are often identified as having deficient communication skills. It is important to diagnose early the nature of their deficiency, and take remedial action as soon as practical. If the model we propose has merit, even if it is just a very crude approximation of the mental processes it tries to describe, it may lead to a more precise and quantitative assessment of some juvenile communication deficiencies.

In summary, we have discussed different ways to make a computer respond to unrestricted natural language and identified an effective mode of handling UNL by a computer. We then suggested this mode as a model for human verbal communication, identified its elements and possible areas of impaired function. Finally we suggested an approach to diagnose these defects. The use of our computer-based experience in explaining certain aspects of human communication must be a gross oversimplification, but if this model will stimulate psychologists to consider such a possibility, test it and perhaps use it as a diagnostic tool, we may have made a modest contribution to that field.
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