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The suffix sorting problem is to construct the suffix array for an input sequence. Given a sequence $T[0 \ldots n-1]$ of size $n = |T|$, with symbols from a fixed alphabet $\Sigma$, $|\Sigma| \leq n$, the suffix array provides a compact representation of all the suffixes of $T$ in a lexicographic order. Traditionally, the suffix array is often constructed by first building the suffix tree for $T$, and then performing an inorder traversal of the suffix tree. The direct suffix sorting problem is to construct the suffix array of $T$ directly without using the suffix tree data structure. Manber and Myers\cite{Manber Myers} were the first to propose suffix arrays as a new and conceptually simple data structure for online string searching. They suggest an $O(n \log n)$ algorithm to construct the suffix array with three to five times less space than the traditional suffix tree. While algorithms for linear time, linear space direct suffix sorting have been proposed \cite{Karkkainen et al., Ko and Aluru}, the actual constant in the linear space is still a major concern, especially given that applications of suffix trees and suffix arrays (such as in whole-genome sequence analysis) often involve huge data sets. Puglisi et al\cite{Puglisi et al.} provide a comparison of different recently proposed linear time algorithms for suffix sorting.

We propose two algorithms for the direct suffix sorting problem. The first is a simple algorithm that runs in an $O(n)$ average time and space complexity, but with a worst case complexity in $O(n \log n)$ time and $O(n)$ space. The second algorithm improves the first algorithm to $O(n)$ time and space in the worst case. The improved algorithm requires only $7n$ bytes of storage, including the $n$ bytes for the original string, and the $4n$ bytes for the suffix array. We take a general divide and conquer approach: Divide the sequence into two groups; Construct the suffix array for the first group; Construct the suffix array for the second group, based on the sorted suffix from the first; Merge the suffix arrays from the two groups to form the suffix array for the parent sequence; Perform the above steps recursively to construct the complete suffix array for the entire sequence. Given a string of length $n$, our algorithm runs in $O(n)$ worst case time and space.

Our algorithm differs from previous approaches in the use of a simple partitioning step, and how it exploits this simple partitioning scheme for conflict resolution, using the notion of conflict trees. The basis of our improved algorithm is an extension of Shannon-Fano-Elias codes used in information theory. The space requirement for the proposed algorithm is $7n$ bytes, including the $n$ bytes required to store the original string. This is a significant improvement when compared with the $13n$ bytes required by the KS algorithm \cite{Karkkainen et al.}. The method is also unique in its use of Shannon-Fano-Elias codes in efficient suffix sorting. To our knowledge, this is the first time information-theoretic methods have been used as the basis for solving the suffix sorting problem.
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