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Abstract

Modern CASE tools raise the need for traceability, i.e. the ability to control the consistency between software documents produced at different stages of the software life-cycle. There have been several approaches to generate a design from a given requirements definition starting with Structured Analysis/Structured Design up to the recent Object Oriented Analysis/Object Oriented Design discussion. Most of these solutions have the disadvantage of being unidirectional and/or batch-oriented. They do not allow for the propagation of incremental changes from the requirements definition to the design or vice versa. In this paper we describe the transformation between an integrated requirements engineering language based on Structured Analysis and the Entity Relationship Model on one side and a modern design language on the other side. The transformation works incrementally and is sensitive to changes in already transformed parts. We highlight the potential but also the limits of this approach.

1 Introduction

The first phases of the software lifecycle, i.e. requirements engineering and design, have been accepted as being very important activities to improve the quality of software products and to reduce the costs for their development. During requirements engineering the problem space is investigated and described by the requirements definition. The design is the first important step into the solution space. Since both are very different views of the same software system different languages were developed for both phases.

It is obvious that some parts of a design directly depend on related parts of the requirements definition. Therefore, it seems to be suggestive to use the requirements definition as a starting point for deriving at least an initial design. For this reason, algorithms transforming a requirements definition into a design are as old as requirement engineering languages ([171]).

But there are very strict limits to such a transformation mechanism. Of course, only parts of the complete design can be generated. It is also difficult to incorporate design knowledge and experience into the transformation process, i.e. the deeper the designer is involved into the transformation process the better may be the resulting design. And, last but not least, the quality of a generated design can certainly not exceed the quality of the underlying requirements definition.

The success of a transformation mechanism also heavily depends on the languages used for describing the source and the destination of the transformation. For this reason, we first describe the features of our requirements engineering and design languages on the basis of an example system. The third chapter outlines the transformation algorithm. Chapter four compares our approach to those found in the literature. Chapter five briefly describes a tool which implements the proposed algorithm and supports the proposed traceability. The last chapter gives a summary and sketches some future work.

2 The underlying languages

In our languages we have integrated elements proved to be useful in the most widespread languages. To introduce both languages we use a simple project management system managing several software projects and a staff of team members. Team members have to be declared responsible for parts of one or more projects. Furthermore, the costs of the projects resulting from the costs caused by the team members have to be computed. The same system is then used to demonstrate the transformation process.

2.1 The requirements engineering language

2.1.1 The functional view: To describe the functional view of the requirements of a software system Structured Analysis (SA, [6]) has proved to be very useful. Hence, we decided to take a dialect of it for our functional part of the requirements engineering language. Since SA is well known we only describe one special feature of our SA dialect which is necessary to understand the transformation described in this paper.

We distinguish two classes of data stores. The data stores in the upper levels of our data flow diagram (DFD) hierarchy usually are artificial unifications of data stores in the next lower level in the DFD hierarchy. We call these data stores unification data stores. In our example ProjectDataBase is such a unification data store (see figure 1 (a)).

On the other side there are collections of objects of the
same type which are called atomic data stores. They usually appear in the lower levels of the DFD hierarchy. Examples for atomic data stores are Staff, Projects or Responsibilities (see figure 1 (b)).

Atomic data stores have to be related to the types of the entries in the data store. These types correspond to an entity type or a relationship type defined in the data oriented view. For example the data store Staff is declared as a collection of instances of the entity type TeamMember (see figure 2 (a)).

Figure 1: DFD "ProjectManagement" ((a)) and the refining DFD "EditResponsibilities" ((b)).

2.1.2 The data oriented view: For the data oriented view of the requirements many authors ([13],[16]) propose the entity relationship (ER) model as an useful extension to SA because pure SA is not sufficient enough to describe complex data structures. In our requirements engineering language an extended ER model plays the role of the data dictionary of pure SA. Again, we only mention those extensions to the ER model which are necessary to understand our transformation method.

The first extension is the generalization. It introduces an inheritance relationship between a supertype and one or more subtypes. That means that all attributes defined for the supertype are also defined for the subtypes. The subtypes may add new attributes. In our example the subtypes Employee and SelfEmployed inherit the attribute structure of the supertype TeamMember (see figure 2a).

Furthermore, entity types and relationship types having a complex structure may be refined by a whole entity relationship diagram (ERD). Such complex types are called molecule types, the types in the refining ERD are called component types. In our example in figure 2b we have the molecule type SoftwareProject and the component types RequirementsDefinition, ModuleImplementation, etc. The relationship between molecule type and component type has the semantic of "consists of". It may be specified by the cardinalities 1:n or 1:1. In the first case the component type is called a multiple component type, in the second case a single component type. By doing this we get a hierarchy of ERDs in our data oriented view similar to the DFD hierarchy in the functional view. The top-level ERD is called overview diagram (see figure 2a).

2.2 The design language

It is widely agreed that the quality of a design document is essentially induced by (data) abstraction, information hiding, encapsulation, structuring, coupling, and cohesion ([3],[12]). It is therefore important to define a design language that covers concepts like (different kinds of) modules, subsystems, parameterization of modules and subsystems, inheritance, usability, and locality.

There are further concepts like versions, configurations, concurrency, and persistence, which are important. These further concepts are only partly realized in our design language. Since the transformation algorithm does not support these concepts at all, we omit their description.

2.2.1 Modules: Our design language supports four kinds of modules to encapsulate data types, data objects, functions, and subsystems.

A data type module encapsulates an abstract data type similar to the class concept known from object-oriented programming languages ([11]). It is used as a pattern for the dy-
dynamic creation of objects of the same type, which can only be created and manipulated by the operations offered at the export interface of the data type module.

A data object module encapsulates a single, static data structure, which can not be created or deleted from outside the module. It can be seen as a named instance of an abstract data type. It is useful to make important objects visible in the architecture, for example collections of objects, which are used by several different modules.

A function module encapsulates one or more functions, which do not manage an own memory. Its purpose is to designate modules which transform input data to output data independent of an internal state.

A subsystem encapsulates a set of interrelated modules, which are local to this subsystem. A subsystem has its own interface and therefore hides its internal structure. In this way the subsystem is a consequent continuation of abstraction and information hiding on architecture level.

2.2.2 Parameterization: Modules can be parameterized. Parameterization can be constrained or unconstrained. The formal parameters are described by a type name in case of unconstrained parameterization, or by referring a data type module, which encapsulates the constraints by the resources in its export interface.

2.2.3 Relationships between modules: Modules may use resources offered in the export interfaces of other modules. We therefore introduced the usability relation.

Besides the usability relation we introduced the inheritance relation, which is only permitted between data type modules. The inheritance relation imposes a supertype-subtype hierarchy on top of the data type modules. This ensures that the export interface of every subtype at least contains the same resources as the interfaces of its supertypes.

Name conflicts, which can occur in consequence of multiple inheritance, must be resolved by the user.

Data type modules can be abstract, that means they may export resources, which defer their implementations to subtypes.

2.2.4 Usage of subsystems: Subsystems can be used to encapsulate subarchitectures and, therefore, are serving as patterns for typical situations. Examples for such situations are:

- The realization of collections of entries of some type (see figure 3)
- The realization of complex functions, which are realized by several subfunctions, whereby these subfunctions are exclusively used to realize the complex function (see figure 4)

Figure 3 shows the graphical representation of the first situation. The subsystem is composed of the modules Collection and Entry. The data type module Entry encapsulates the type whose instances are collected in the data object module Collection. Therefore Collection must be connected to Entry by an usability edge. Both modules contribute to the interface of the subsystem. We denote this by double arrows.

![Figure 3: Entry-collection subsystem](image)

Figure 3: Entry-collection subsystem

In fact, both modules can be very complex and therefore be subsystems themselves. It is also possible to define Collection and/or Entry as generic parameters to the subsystem.

![Figure 4: Complex-function subsystem](image)

Figure 4: Complex-function subsystem

Figure 4 shows the graphical representation of the second type of subsystem. It is composed of functional modules, whereby only the module encapsulating the complex function (Complex) contributes to the interface of the subsystem. This module has an usability edge to each module encapsulating a subfunction (Sub1, ..., SubN).

If Sub1 to SubN are very complex they may be subsystems themselves. It may also happen that there are common subfunctions. In this case all modules using this common subfunction must be connected to the encapsulating module by an usability edge.

3 The transformation algorithm

To cope with the complexity of the transformation process we divided it into several steps:

One of the most characteristic features of modern design languages is that they enable designers to describe a module architecture in defining certain layers of (data) abstraction. In our requirements engineering model we have such a data abstraction hierarchy. It is described in the information model with its hierarchy of ERDs.

In a first step we take this part of the requirements definition to generate a skeleton of data abstraction modules with some rough data abstraction layers in a module architecture. The allocation of resources for these modules is shifted to the last step.

In a second step we will take into account the data stores of the functional model to extend this hierarchy of data abstraction modules.

In the last step we will use the processes and data flows of the functional model to allocate resources for existing data abstraction modules or to generate function modules.
3.1 The transformation of the data oriented view

In our requirements engineering language an entity type describes the common structure of some entities. In our design language types are encapsulated in data type modules together with the resources to change instances of the type. Thus, our first transformation rule is:

- Each entity type is transformed to a data type module exporting an abstract data type.

A relationship type is the type description of the tuple of the participating entity types. Besides introducing relations between entity types relationship types may also carry additional information defined as attributes. Therefore they should be represented by their own modules on design level. We can define the following transformation rule:

- Each relationship type is transformed to a data type module exporting an abstract data type.

Until now data type modules are not connected with each other. But the supertype and subtypes of a generalization are related heavily with each other. We can use the inheritance relationship between modules for the next transformation rule:

- Inheritance relationships are drawn from the data type modules corresponding to the subtypes of a generalization to the data type modules corresponding to the supertype of the generalization.

The transformation of the overview diagram of our example (see figure 2a) by the first transformation rules is shown in figure 5.

3.2 The transformation of the functional view

3.2.1 Data Stores: Data stores are the connecting link between data oriented view and functional view within the requirements definition. Therefore, they have to be the first part of the functional view being transformed. However, we do not have to transform all data stores into such collection modules.

Only atomic data stores are relevant for our transformation. This is because unification data stores only represent sets of atomic data stores in higher level DFDs. As a consequence, unification data stores do not contain any additional information and do not have to be transformed.

The collection module corresponding to the data store together with the data type module corresponding to the entry type is an example for the first subsystem situation of the last chapter, the entry-collection subsystem. Therefore, in our example the modules Staff and TeamMember have to become part of a subsystem StaffSystem.

According to this, we can define the next transformation rules:

- Each atomic data store related to an entity type or a relationship type is transformed to a data object module being a collection of instances of the entry type. A usability relationship has to be inserted from this data object module to the data type module corresponding to the entry type. Unification data stores must not be transformed.

- The data object module corresponding to the data store and the data type module corresponding to the entry type must become components of a common generated subsystem. If the entry type is a molecule type, all data type modules corresponding to component types must also be

---

Figure 5: Transformation of the overview diagram.

The hierarchy of the ERDs of our information model describes a data abstraction hierarchy. Every time a complex type is refined a new abstraction level is created. In the design the data abstraction hierarchy is represented by the usability relationship between modules of different abstraction layers, therefore the next transformation rule is:

- Usability edges are drawn from the data type module of a molecule type to the data type modules of its component types.

For our example we see in figure 6 how the refining ERD of SoftwareProject is transformed according to our transformation rule.

Transforming the information model in this way we get an acyclic graph of data type modules. The upper level of this graph, i.e. those modules not being used (until now) are the modules encapsulating the entry types or relationship types of the overview diagram.
incorporated into this subsystem.

Having transformed all data stores according to those rules the result for our example can be seen in figure 7.

Figure 7: Transforming an entity type together with a related data store into an entry-collection subsystem.

3.2.2 Processes and data flows: In a last step we have to transform the processes and data flows of the DFDs. It is one of the characteristics of SA that we cannot distinguish those processes syntactically which are typical resources of data abstraction modules from those processes which have the character of function modules or resources of them. Therefore, we will present three alternative transformation rules for processes. The designer will have to decide which rule is the most appropriate in each case.

We mentioned that there is a hierarchy of DFDs. On the other hand we want to get a hierarchy of modules in our design language. If we want to study the transformation of processes we have to imagine that we will study the transformation of the DFD hierarchy implicitly. It seems to be natural to transform the DFD hierarchy directly into a module hierarchy (cf. transition from SA to SD, [13]) according to a rule like:

- Generate a function module exporting one procedure with the same name for every data flow diagram.

In our example the processes ComputeCosts, EditStaff, EditProjects and EditResponsibilities will be transformed according to that rule which will be called the horizontal transformation rule. We see the application of the transformation of those processes in figure 8. Here, the designer also has decided to create a complex-function subsystem (cf. figure 4).

However, applying this rule to each process, i.e. also to the atomic processes, we would get a very large number of function modules of very small size. Therefore, we offer two other transformation rules for atomic processes to enable the designer to pack several processes into larger design objects. We will call them upward transformation rule and downward transformation rule.

Figure 8: Applying the horizontal transformation rule and generating a complex-function subsystem.

We want to explain the upward transformation rule using an example: Within the DFD EditResponsibilities we have three atomic processes each of which would become a function module if they were transformed according to the horizontal rule. We think those modules would be much too small. What this DFD obviously expresses is that to edit a responsibility means either to create or to delete or to check it. It expresses something like an interface of the function module EditResponsibilities. So, the following transformation rule, the upward rule, would match the situation much better:

- Generate a procedure declaration for each atomic process within the function module corresponding to its parent process.

The application of the downward transformation rule depends on the
granularity of the requirements definition. We have seen that
the process CreateResponsibility should become a procedure
at the export interface of the module EditResponsibilities.
The semantic of such a process would be the change of the
database but also the representation of the abstract
data type module Responsibility also having the name
CreateResponsibility. However, it is possible that a require-
ments engineer wants to build a model with just that process
which only changes the database.

Although we think that such a requirements definition model
would be too detailed we cannot and do not want to
forbid such a use of our requirements engineering language.
So, we need a third transformation rule for process declara-
tions, the downward rule:

- Let a process be connected to a data store by a data flow.

Then, this process has to be transformed to a procedure
export at the interface of one of the data abstraction modu-
les encapsulating the data store or the entry type.

4 Relation to other work

There are several approaches in the literature to a trans-
formation as described before.

These approaches can be divided in three groups: The
structured approaches, the object oriented approaches, and
the combined approaches.

In the structured approaches the main attention is paid to
functional decomposition. Their approaches describe the
transition from a requirements definition stated in SA to an
initial design represented in structure charts (hierarchical
procedural components) using transform and/or transaction
analysis ([6],[13],[17]). This design is then analyzed with
respect to coupling and cohesion of the components. The
components are then reorganized to improve coupling and cohe-
sion ([10]). In a final packaging phase the components are
then grouped to executable programs and load units. All of
these approaches fall short in data modelling, because their
attention is focused on the functionality of a system.

In the (pure) object oriented approaches there is no formal
description for the requirements. Object Oriented Analysis
(OMA, [4]) is focused with the identification of objects in the
problem domain and assigning behavior to these objects.
After that the objects are grouped into classes of similar objects
and relationships are installed between these classes. These
classes and relationships can then simply be mapped into the
constructs of object oriented programming languages. These
approaches fall short, because they neglect the fact that the
real world is not solely modelled with objects. Another dis-
advantage is the informality of OOA. Therefore it is not pos-
sible to formulate a transformation algorithm. However, in
restricted domains for e.g. data base design (extended) ER
models have proved to be very useful for the requirements
engineering phase ([5]).

Since the structured methods have proved to be useful for
requirements engineering, and object oriented methods fit
well together with data modelling it seems reasonable to use
combined approaches.

Several authors propose an approach similar to ours. They
combine SA and ERDs ([16]) to an object oriented require-
ments engineering method. The consistency rules inside their
requirements engineering language are much more course-
grained than ours. Therefore, it is not possible to build so-
phisticated transformation tools which allow for the propa-
gation of incremental changes between requirements defini-
tion and design.

Other approaches try to find data abstractions analyzing the
structure of the DFDs ([11],[2],[14],[15]). These methods
tend to create very complex diagrams which are difficult to
understand or the transformation process is not well de-
scribed. There are also some authors which totally reject
(simple) SA as a front-end for object oriented design ([7]). It
is our opinion too that a useful design can not be derived from
a requirements definition which has not considered data
modelling from its very beginning.

5 The transformation tool

During the evolution of both languages we recognized
that a transformation as described in this paper would be very
useful to generate an initial design, which is consistent with
the requirements definition. This consistency can be checked
by means of a separate transformation document (see figure
8). The transformation document is used to record all in-
formations to support traceability, like source and target in-
crement, the rule which was applied, and an internal status.

![Diagram](image-url)

**Figure 9: Interrelationships between requirements and
design**

Practical experiences showed that such a tool should sup-
port incremental and interactive transformations, because re-
quirements tend to change very often. In addition it is also
very useful to be able to lookup those parts of the require-
ments document which correspond to the design increments
currently under work and vice versa. Therefore, the trans-
formation is controlled by an incrementally working consist-
cy checker which is based on the transformation docu-
ment. In this way we reached a high integration between the
requirements definition document and the design document.
This allows us to trace the effects of each change immedi-
ately, e.g. to check all increments which are not transformed
yet. A more detailed discussion on this subject can be found
elsewhere ([8]).

Although heavily interrelated the requirements definition
and the module architecture contain different information. A
proposal for an architecture frame can not be created without
some knowledge about useful design decisions. Thus, it only
seems to be possible to offer a semi-automated transformation
tool ([9]).

Our transformation tool proposes the horizontal rule for
DFDs and the upward rule for atomic processes only as
defaults. However, the user can correct this and decide that he
prefers to apply either the horizontal, the upward, or the
downward rule if the constraints (for example that the pro-
cess is connected with the data store by a data flow) are ful-
filled. With this alternative application of all three rules the
designer is involved very deeply into the transformation pro-
cess. On the other hand he is not weakened during the trans-
formation process by hundreds of questions because there is a unique
default transformation.

It should be noted that we also support the creation of
traceable relationships by hand. This is very useful to support
exceptional situations.

6 Conclusion and future work

We described an incremental and interactive transforma-
tion from a requirements definition into a design, which can
be useful in several ways:
• Freeing the designer(s) from most of the burden of crea-
ting an initial design.
• Traceability of changes in the requirements definition and
the design.
• Detecting requirements which are not considered in the
design.

A lot of the design work must still be done independently
from the transformation process, for example to detect fur-
ther subsystems, make use of genericity, or to reuse parts of
the system. Of course, some of this work may be shifted to the
transformation process. For example the transformation tool
can be extended to detect hierarchies of function modules as
shown in figure 4 and package them into a subsystem. Ano-
other useful extension would be the integration of a reuse
process into the transformation tool: To free designers from
checking all modules generated by the transformation tool
for their availability in the library of reusable components,
we are thinking of ways to search for appropriate documents
during the transformation process ([3]).

However, we think a lot of work can not be automated, be-
cause design is more than a compilation of the requirements
definition of a system. Therefore, we want to support the
manual installation of relationships between increments in
both languages. This is necessary to relate requirements to
parts in the design, which have not been generated by the
transformation tool.

We know that both the requirements engineering language
and the design language have to be extended by real-time
features. We are just beginning to work in that area. Of
course, also the transformation will be extended by those fea-
tures. Nevertheless, we are sure that those extensions will fit
with well together with our work described here.

We are also developing a metamodel for modelling lan-
guages which serves as a basis for the derivation of incremental
transformers as described above ([8]).
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