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Abstract

The Message Passing Interface (MPI) provides a powerful, scalable programming model that is especially well-suited to clusters. The emergence of implementations of MPI-2, which provides many new features that extend the message-passing programming model, makes possible new applications and programming methods. This tutorial discusses both the new features in MPI-2, such as dynamic process creation, remote-memory access, and parallel I/O, along with techniques to achieve high performance with MPI-1 on clusters. Each of these is illustrated with a complete example program that discusses the use of MPI features in a cluster context.
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