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ABSTRACT

As the number of drones increases and the era in which they
begin to fill the skies approaches, an important question needs
to be answered: From a security and privacy perspective, are
society and drones really prepared to handle the challenges
that a large volume of flights will create? In this paper, we
investigate security and privacy in the age of commercial
drones. First, we focus on the research question: Are drones
and their ecosystems protected against attacks performed by
malicious entities? We list a drone’s targets, present a method-
ology for reviewing attack and countermeasure methods, per-
form a comprehensive review, analyze scientific gaps, present
conclusions, and discuss future research directions. Then, we
focus on the research question: Is society protected against
attacks conducted using drones? We list targets within society,
profile the adversaries, review threats, present a methodology
for reviewing countermeasures, perform a comprehensive re-
view, analyze scientific gaps, present conclusions, and discuss
future research directions. Finally, we focus on the primary
research question: From the security and privacy perspective,
are society and drones prepared to take their relationship one
step further? Our analysis reveals that the technological means
required to protect drones and society from one another has not
yet been developed, and there is a tradeoff between the security
and privacy of drones and that of society. That is, the level
of security and privacy cannot be optimized concurrently for
both entities, because the security and privacy of drones cannot
be optimized without decreasing the security and privacy of
society, and vice versa.

I. INTRODUCTION

Drone technology has advanced significantly in recent years,
permitting individuals and businesses to adopt drones for a
variety of purposes. Currently, studies are being performed
around the world to evaluate the effectiveness of using drones
as an alternative means of delivering organs, emergency
healthcare, food, and other goods [1–3]. In addition, legislation
and regulations are evolving to allow drones to fly in populated
areas for commercial use [4]. Although it seems that the day
in which drones will fill the skies is about to arrive, a primary
research question remains to be answered: From the security
and privacy perspective, are society and drones really prepared
to take their relationship one step further?

In recent years, the issue of security and privacy of drones
and society has received increased attention by various sec-
tors. Within the academic community, in the last five years,
drone related research has been presented at top security
conferences [5–9]. Drones have been used as weapons in
various incidents that received extensive media coverage [10–
12], and the volume of such incidents will likely increase
significantly with the expected growth in drone shipments
in the coming years [13] and the new regulations adopted
by many countries which allow drones to fly over populated
areas [2]. This new reality has led to increased interest by
industry for security mechanisms for both drones and society, a
market expected to reach $1.85 billion by 2024 [14]. However,
despite all of the efforts that have already been invested in this
area, a primary unanswered research question remains: Has
the technology that is needed to both support the upcoming
age of commercial drones and protect drones and society
from one another matured enough to handle the challenges
that a large volume of flights will create? Two secondary
research questions must be answered in order to answer the
primary research question: (1) Are drones and their ecosystems
protected against attacks performed by malicious entities? (2)
Is society protected against attacks conducted using drones? In
order to answer the two secondary questions, a comprehensive
analysis that covers the perspectives of each entity is required.

In this paper, we investigate security and privacy in the age
of commercial drones. In the first part of the paper (Section
II), we address the research question: Are drones and their
ecosystems protected against attacks performed by malicious
entities? We list a drone’s targets, present a methodology
for reviewing attack and countermeasure methods, perform a
comprehensive review, analyze scientific gaps, present conclu-
sions, and discuss future research directions. In the second part
(Section III) of the paper, we address the research question:
Is society protected against attacks conducted using drones?
We list targets within society, profile the adversaries, review
threats, present a methodology for reviewing countermeasures,
perform a comprehensive review, analyze scientific gaps,
present conclusions, and discuss future research directions. In
the third part of the paper (Section IV), we address the primary
research question: From the security and privacy perspective,
are society and drones prepared to take their relationship one
step further? We answer this question based on the analysis
performed in the first two parts of the paper.
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While other drone related SoKs have been published [15–
19], they suffer from two main limitations: (1) Existing
SoKs are narrow in scope, focusing on only a specific entity
(drones [15] or society [16–19]), or covering just one sector
(the scientific [15–17] or industrial [18, 19] sector); and (2)
Previously performed SoKs lack a systematic approach for
structuring existing knowledge on drones and society [15–
19]. As a result, the conclusions made in previous SoKs do
not answer the primary research question presented in this
paper and do not point out the scientific gaps that should be
addressed in order to support the upcoming age of commercial
drones and protect drones and society from one another.

In this SoK we address the abovementioned limitations by
(1) performing a comprehensive analysis that covers multiple
sectors (academia, industry, the media) and explore security
and privacy from two perspectives: securing a drone’s ecosys-
tem from hostile entities and securing society from attacks
conducted using drones; and (2) developing a methodology
and defining assessment criteria for reviewing and structuring
the existing knowledge with respect to the two secondary
research questions. Specifically, for each entity (i.e., drones
and society), we list the targets, profile the adversaries, analyze
the primary threats/attacks, and explore countermeasure meth-
ods. Addressing these limitations allows us to make a holistic
observation on security and privacy in the age of drones and
point out scientific gaps that must be addressed in order to
protect drones and society from one another. We conclude
that: (1) the technological means required to protect drones and
society from one another has not yet been developed; and (2)
there is a tradeoff between the security and privacy of drones
and that of society. That is, the level of security and privacy
cannot be optimized concurrently for both entities, because the
security and privacy of drones cannot be optimized without
decreasing the security and privacy of society, and vice versa.

This paper focuses on the new security and privacy chal-
lenges that commercial drones (micro, mini, and small drones)
have created given their increasing use by individuals, local
authorities, law enforcement, the media, and industry and new
regulations that allow commercial drones to fly in populated
areas (at altitudes lower than 150 meters). Non-commercial
drones (small, tactical, and strike drones) are outside the scope
of this paper, since they are mainly used by militaries and
governments, are not sold to civilians, are not allowed to fly
at altitudes below 150 meters, and haven’t created any new
challenges in the last decade. Furthermore, this paper focuses
only on the technological means required to protect drones and
society from one another. Non-technological means, such as
legislation and regulations, are beyond the scope of this paper.

II. SECURING DRONES FROM SOCIETY

In this section, we focus on the following research question:
Are drones and their ecosystems protected against attacks
performed by malicious entities? We start by listing a drone’s
targets (Section II-A). We present a methodology for reviewing
attacks, which is followed by a review (Section II-B); we also
present a methodology for reviewing countermeasures, which
is followed by a review (Section II-C). Finally, we analyze
scientific gaps, present our conclusions, and discuss future

Fig. 1. Red arrows indicate existing attack implementations, black arrows
indicate implementations that we expect to see in the future, and the absence
of an arrow indicates that attacks cannot be implemented.

research directions (Section II-D).

A. Target Identification & Adversary Profile

Commercial drones (micro, mini, and small drones) are
aerial vehicles that fly remotely, do not carry a human operator,
and can carry payload [20]. A drone’s ecosystem is comprised
of six unique targets (see Fig. 1):

(i) Drone hardware: This target includes a drone’s CPU,
sensors (e.g., gyroscope, GPS), and firmware.

(ii) Drone chassis and package: This target includes a
drone’s non-electronic devices (e.g., propellers) and cargo.

(iii) Ground control station (GCS): The GCS is a land-
based control system that provides facilities for the pilot to
control the drone. Most commercial drones are controlled via
a portable GCS, which consists of a dedicated controller and
a smartphone. The smartphone is equipped with a dedicated
mobile application that provides telemetry (video stream, GPS
location, etc.) to the pilot.

(iv) First-person view (FPV) channel: The FPV channel is
the radio communication channel between the drone and the
GCS. The FPV channel enables the pilot to fly the drone as
if he/she was on board and consists of a downlink (used for
video streaming) and an uplink (used for controlling the drone
via the GCS). Implementation of FPV channels consists of
common communication protocols (e.g., Wi-Fi, cellular, and
XBee [21]) and proprietary protocols (e.g., OcuSync).

(v) Pilot: This target consists of the person operating the
drone and his/her privacy.

(vi) Cloud services: Most drones are not connected directly
to the Internet, however the GCS that runs a drone’s applica-
tion is connected to the Internet, and the telemetry of flights
is sent to cloud servers for storage and analysis.

In this section, we consider an attacker a civilian with a
malicious intention to disrupt the legitimate task of a flying
drone (e.g., kidney delivery [1]) in order to cause damage
(e.g., compromising a patient’s health). The capabilities and
weapons that a malicious civilian could possess include any
type of equipment that can be legally purchased with a
medium-sized budget (i.e., a few thousand dollars) at a store or
online, such as: software-defined radio (SDR), a computer, a
commercial laser, etc. We consider cannons (laser and radio)
and predator birds weapons that the typical civilian cannot
obtain, and they are not within the scope of this section.

B. Review of Attack Methods

Here we review attack methods against a drone’s ecosystem.
We start by describing the criteria used to evaluate attacks
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(Section II-B1) and then review and analyze related attacks
(Sections II-B2 - II-B6) according to the criteria.

1) Methodology

The following criteria (i-iv) are assessed when reviewing an
attack. For some of the evaluated criteria the following marks
are used to indicate that a method fully (denoted as  ) or
partially (denoted as G#) satisfies, or does not (denoted as #)
satisfy the criteria.

(i) Adversary models/operational range (OR1-5): We con-
sider three types of adversaries (see Fig. 1) and five operational
range (OR1-5) levels that define the distance between the
attacker and the target drone. (a) An adversary with direct
physical access (OR1): an attacker that has direct physical
access to the drone or GCS. This attacker can, for instance,
modify the firmware of the GCS or replace the drone’s
hardware. (b) A physically proximate adversary: an adversary
that is within the physical range of the drone or GCS. This
includes the acoustic/magnetic range (close proximity - OR2,
up to 50 meters), optical range (medium proximity - OR3, up
to 500 meters), and radio range (radio proximity - OR4, up to
five kilometers with dedicated amplifiers). Such an adversary
can send, modify, and replay radio transmissions in order to
hijack a drone. In addition, the attacker can disrupt radio
transmissions or apply sensor spoofing attacks. (c) A distant
adversary (OR5, more than five kilometers): an adversary that
resides on the Internet and applies attacks against servers,
drones, the GCS, or the FPV channel.

(ii) Impact (C/I/A): We map each attack according to the
methodology presented in [22], which explores the impact of
an attack on a drone’s ecosystem with respect to the three
common security principles: Confidentiality Impact (C) - any
type of attack method that reveals information about the pilot,
drone, FPV channel, or telemetry data of the flight. Integrity
Impact (I) - any type of method that causes the modification
of information obtained by the drone, GCS, cloud servers, or
pilot. Availability Impact (A) - any type of method that causes
the pilot to lose control of the drone as a result of a forced
landing, crash, or hijacking.

(iii) High exposure level ( /G#/#): This criteria indicates
the attack’s exposure level, in terms of the amount of
drones/users that are affected by the attack. The attack af-
fects: ( ) - all drone types; (G#) - a wide range of drones
manufactured by different manufacturers (e.g., a vulnerability
that is shared by all Wi-Fi FPV drones); or (#) - a specific
manufacturer’s drones/users (e.g., DJI’s drones/users).

(iv) Low complexity ( /G#/#): This criteria concerns the
complexity of the attack. The success of the attack: ( ) - does
not depend on any environmental conditions; (G#) - relies on
a preliminary step (e.g., compromising hardware/software); or
(#) - depends on environmental conditions that are beyond the
attacker’s control (e.g., flight altitude, indoor environment).

The attacks are reviewed as follows: they are first cat-
egorized by the six targets they compromise (servers and
pilots are analyzed together) in Sections II-B2 - II-B6 and
are then subcategorized by adversary model (i-iii). For each
of the categories, we review related attacks and analyze them
according to the abovementioned criteria. The impact criterion

is indicated by (A) for availability, (I) for integrity, and (C) for
confidentiality. Throughout the review, a criterion is indicated
in the text only if the reviewed attack partially satisfies (G#)
or fails to satisfy (#) the criterion (otherwise the attack is
considered as fully satisfying the criterion). The operational
range criterion is analyzed in Table I which summarizes the
attacks reviewed.

2) Attacks against drone hardware

(i) Attacks that require direct physical access: Sasi et al.
[23] identified a vulnerability in the Parrot AR.Drone: No vali-
dation of firmware signature. This allowed them demonstrate a
supply chain attack against drones by installing compromised
firmware that causes the drone to crash by shutting it down
during flight (impact - A,I). This attack can be applied to Parrot
drones (exposure level - #) using an infected website or by
performing a supply chain attack (low complexity - G#).

(ii) Attacks that require maintaining physical proximity:
Attacks on the stabilizing algorithm via the camera sensor:
Davidson et al. [24] identified a vulnerability in the stabi-
lizing algorithm of the Parrot AR.Drone 2 which allows an
attacker to hijack the drone using a commercial laser (impact
- I,A). They directed a laser at the surface of a flying drone,
causing the stabilizing algorithm (which is based on detecting
movement changes from a downward camera directed at the
surface) to follow the laser. This attack can only be applied to
Parrot drones (exposure level - #) that fly a few meters from
the ground (low complexity - #).

Attacks on the gyroscope sensor and compass: A known
vulnerability in MEMS gyroscopes (related to the physical
characteristics of their structure) is their sensitivity to high
amplitude acoustic noise at the resonant frequency, which
causes the gyroscope to produce extreme values. Son et al.
[5] used a directional speaker to exploit this vulnerability
by producing an ultrasound signal that forced the drone to
land (impact - I,A). This attack can only be applied in
indoor environments, since sound deteriorates with distance
(low complexity - #). Robinson et al. [25] found that the
compass of the DJI Phantom 3 is sensitive to the presence of
magnetic fields, a scenario which necessitates its recalibration
and prevents takeoff (impact - I,A). This attack can only
be applied to DJI drones (exposure level - #) in outdoor
environments (low complexity - #).

GPS spoofing: These attacks can be applied using an SDR
and exploit a known vulnerability in the GPS protocol: Lack of
authentication and encryption. Luo et al. [26] showed that GPS
spoofing of no-flight areas during a manual flight operated
by a pilot triggers the drone’s safety mechanism, forcing it
to land immediately (impact - I,A). He et al. [27] showed
that GPS spoofing of any coordinate during an autonomous
navigation task (e.g., Return to Home) causes the drone to fly
to unintended locations (impact - I,A).

GPS jamming: These attacks can be applied using an
SDR, and they disrupt radio transmissions used by the GPS
protocol by decreasing the SNR. Farlik et al. [28] showed that
applying GPS jamming to drones prevents any autonomous
flight functionality from working (e.g., Return to Home).

(iii) Attacks applied from a distance: Attacks in this cate-
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gory target a drone’s hardware/firmware and are applied over
the Internet. Currently, such attacks cannot be implemented,
because drones are connected indirectly to the Internet via
the GCS. We expect such attacks in the near future, with the
integration of eSIM in the next generation of drones [29].

3) Attacks against the drone chassis

(i) Attacks that require direct physical access: Belikovetsky
et al. [30] demonstrated a supply chain attack against a
drone using a 3D printed propeller that was produced from
a compromised computer-aided design (CAD) file. The 3D
printed propeller was visually identical to a genuine propeller
but caused the drone to crash upon takeoff (impact - A,I).
This attack can be applied using an infected website or by
performing a supply chain attack (low complexity - G#).

(ii) Attacks that require maintaining physical proximity:
Nets: Several companies utilize nets to disable and crash

drones. Such nets are connected to defensive drones that
swoop and swag the hostile drones or fire a shot from the
air (using a defensive drone) [31] or the ground (using a gun)
[32]. The net stops the propellers from turning and causes the
drone to fall and crash to the ground.

Bullets: Guns are also effective and can cause drones flying
at low altitudes to crash.

These attacks target drone availability (impact - A). The
range between the attacker and the target drone can be
extended from low ranges (OR3) to high ranges (OR4) by
using a dedicated drone to shoot the nets and a sniper gun
(which can be purchased legally in several countries).

(iii) Attacks applied from a distance: Such attacks cannot
be implemented against the drone chassis.

4) Attacks against the GCS

(i) Attacks that require direct physical access: Luo et al.
[26] reversed engineered DJI’s official Android application
and found a hard-coded authentication token that is used to
authenticate the application to the DJI server prior to takeoff.
They used the token to authenticate an application that they
created to fly a drone (impact - I). This attack can only be
applied to DJI drones (exposure level - #) prior to takeoff
(low complexity - #).

(ii) Attacks that require maintaining physical proximity:
While several attacks in this category also affect the GCS, they
are primarily directed at other targets, with the GCS being the
secondary target affected (e.g., FPV channel jamming targets
the FPV channel but affects the GCS as well). These attacks
are reviewed according to the primary affected target.

(iii) Attacks applied from a distance: Attacks in this cat-
egory target the GCS and are applied over the Internet. A
GCS that is compromised with malware that is controlled
over the Internet can be exploited by attackers to video stream
from the GCS to attackers or to remotely control the drone.
Surprisingly, although this type of attack can be implemented
(because the GCS is connected to the Internet), such attacks
has not yet been demonstrated.

5) Attacks against the FPV channel

(i) Attacks that require direct physical access: Such attacks
cannot be implemented against the wireless FPV channel.

(ii) Attacks that require maintaining physical proximity:
Attacks in this category require the attacker to be within radio
range of the attacked drone and are implemented using a radio
transducer (e.g., SDR, network interface card).

Attacks on Wi-Fi FPV channels: A fundamental vulnera-
bility exploited in this attack category is the use of open Wi-
Fi networks for the FPV channel, which allows an attacker
to connect to the local area network (LAN) shared by the
drone and its GCS. Several studies [25, 33–35] identified
various vulnerabilities that can be exploited if the attacker
manages to connect to this LAN. Robinson et al. [25] identified
a vulnerability in the drone’s operating system: Lack of
authentication in the FTP folder that stores captured images
and videos. This allows an attacker to read files from the FTP
folder (impact - C). Kamkar et al. [33] exploited the deau-
thentication frame used in the IEEE 802.11 Wi-Fi protocol to
forcefully disconnect the pilot from the network, thus enabling
an attacker to hijack the drone (impact - A). Deligne et al. [34]
exploited the known SYN flood vulnerability and showed how
this causes the drone to go out of control and crash (impact -
A). Cabrera et al. [35] identified two different vulnerabilities
in the drone’s operating system: (1) The drone’s firmware
supports the unsecured Telnet protocol; this allows an attacker
to kill the drone’s main process and crash the drone (impact -
A), and (2) There is a lack of authentication of messages sent
between the GCS and the drone; this allows an unauthenticated
attacker to send protocol messages to take pictures (impact -
C), disable the video stream (impact - I,A), and hijack the
drone (impact - A).

Nassi et al. [9] demonstrated a side-channel attack on a
drone’s Wi-Fi network, showing that it is possible to determine
whether a specific point of interest (POI) is being video
streamed by a drone (impact - C). This attack, which is not
limited to open Wi-Fi networks, exploits the variable bitrate
mechanism in the H264 video compression algorithm and
relies on data extracted from the data link layer (which can
be extracted from Wi-Fi communication by any party, using
a packet sniffer, even if the party is not connected to the
network). This method utilizes a flickering LED installed on a
POI to watermark the bitrate of the (uplink) communication;
the watermark indicates that the POI is captured by the drone’s
camera. The abovementioned attacks [9, 25, 33–35] can be
applied to Wi-Fi FPV drones (exposure level - G#).

Attacks on XBee FPV channels: Rodday et al. [36] showed
that the XBee 868LP protocol, as implemented in professional
drones (used by police departments), lacks authentication and
encryption. By exploiting these vulnerabilities, they imple-
mented an MITM attack, analyzed the FPV channel’s uplink,
and demonstrated that they can remotely control a drone by
sending protocol messages (impact - C,A). This attack is
limited to drones that use the XBee protocol for the FPV
channel (exposure level - G#).

FPV channel jamming: Multerer et al. [37] applied radio
jamming via SDR against a drone’s downlink and showed that
the FPV functionality was disabled in the GCS, preventing
the pilot from maneuvering the drone and leaving the drone
vulnerable to collisions during flight (impact - I,A).

(iii) Attacks applied from a distance: This type of attack
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includes interception/blocking of the FPV channel transmitted
via cellular cells. Such attacks cannot be implemented at
this time, because cellular protocols are not used for the
FPV channel in the current drone generation. We expect such
attacks in the near future, with the integration of eSIM in the
next generation of drones [29].

6) Attacks against pilots & servers

(i) Attacks that require direct physical access or maintain-
ing physical proximity: This type of attack includes disabling
the pilot, supply chain attacks against drone servers, etc. This
type of attack is outside the scope of this paper due to the
nature and novelty of such attacks with respect to drones.

(ii) Attacks applied from a distance: Attacks in this cat-
egory target data stored in cloud services, which contains
private information about the pilots and flights. Cabrera et al.
[35] identified a vulnerability in Parrot’s cloud servers: Lack of
authentication in several APIs; this allows an unauthenticated
attacker to obtain information regarding flights in a specific
area. The authors also showed that this information can be
used to deanonymize pilots and locate their home addresses
(impact - C). Check Point Research [38] identified a stored
XSS vulnerability in the DJI Forum, which allows a remote
attacker to obtain the credentials of users who logged into the
DJI Forum and click a malicious link (low complexity - G#).
By using the credentials, the attacker can access a user’s DJI
account and obtain flight logs, photos and videos, and profile
information (impact - C). Both attacks [35, 38] are the result
of poor security implementation by the manufacturer, and they
only affect a manufacturer’s users (exposure level - #).

C. Review of Countermeasure Methods

Here we review countermeasure methods used to protect a
drone’s ecosystem. We start by describing the criteria used to
evaluate countermeasures (Section II-C1) and then review and
analyze related methods (Sections II-C2 - II-C5) according to
the criteria.

1) Methodology

Based on the ontology presented in [49], we defined eight
countermeasure method assessment criteria that are related to
three categories: (1) robustness and maturity, which evaluates a
method’s effectiveness, type, and technological readiness level
(criteria i-iii); (2) usability, which evaluates the method’s ease
of use (criteria iv-v); and (3) deployability, which evaluates a
method’s ease of installation, deployment, and operation (cri-
teria vi-vii). For some of the criteria evaluated the following
symbols are used to indicate whether a method fully satisfies
(denoted as  ), partially satisfies (denoted as G#), or does not
satisfy (denoted as #) a criterion.

(i) Type of Security (P/M/Dt/Re). We categorize the coun-
termeasures based on the type of protection: Prevention (P)
- methods used to avoid or prevent the threat; Mitigation
(M) - methods used to reduce the likelihood of exploiting
the vulnerability; Detection (Dt) - methods used to identify
exploitation of the vulnerability; and Response (Re) - methods
used to reduce the impact after an incident has occurred.

(ii) High Effectiveness ( /G#/#). The attacker: ( ) - cannot
evade the countermeasure; (G#) - can evade the countermeasure
without making improvements to his/her capabilities (e.g., a
result of false negatives); (#) - can evade the countermeasure
by making improvements to his/her capabilities (e.g., using a
stronger radio transmitter).

(iii) Technological Readiness Level (TRL 1-9). Based on
European Union standards [50], we estimate technological
maturity according to a nine-point scale as follows: (1) - basic
principles observed; (2) - technological concept formulated;
(3) - experimental proof of concept; (4) - technology validated
in lab; (5) - technology validated in relevant environment; (6) -
technology demonstrated in relevant environment; (7) - system
prototype demonstration; (8) - system complete and validated;
(9) - actual system proven in operational environment.

(iv) Negligible Effort by the User/Pilot ( /G#/#). The coun-
termeasure’s operation requires: ( ) - no additional effort from
the user/pilot; (G#) - additional negligible/one-time effort from
the user/pilot (e.g., the use of a strong password to protect the
FPV channel); (#) - additional non-negligible/repeated effort
from the user/pilot (e.g., a two-factor authentication log in).

(v) Negligible Impact on the Drone’s Usability ( /G#/#).
The countermeasure’s operation: ( ) - has no impact on the
drone’s usability; (G#) - has negligible impact on the drone’s
usability (e.g., a tolerable number of false alerts); (#) - has
non-negligible impact on the drone’s usability (e.g., a dramatic
decrease in the resolution of the FPV channel).

(vi) Negligible Maintenance Required ( /#). The counter-
measure requires: ( ) - no/negligible maintenance (e.g., using
digital signatures); (#) - continuous maintenance (e.g., model
updating).

(vii) Negligible Resource Overhead ( /#). The counter-
measure adds: ( ) - no/negligible overhead to resources (e.g.,
uses encryption); (#) - heavy overhead to resources (e.g., a
model which continuously runs in the background);

(viii) Negligible Changes to Infrastructure ( /G#/#). The
countermeasure requires: ( ) - simple configuration updates;
(G#) - major software updates (e.g., developing new protocol/-
software modules); (#) - improved hardware components.

The countermeasures are reviewed as follows: they are
first categorized according to the security principles they are
aimed at optimizing (authentication, integrity, confidentiality,
or recovery) in Sections II-C2 - II-C5, and are then subcat-
egorized by the related methods. We review countermeasure
methods and analyze them according to the abovementioned
criteria. The security type is indicated by (P) for prevention,
(M) for mitigation, (Dt) for detection, and (Re) for response.
Throughout this review, a specific criterion is mentioned in the
text only if the countermeasure partially satisfies (G#) or fails
to satisfy (#) the criterion (otherwise the countermeasure is
considered as fully satisfying the criterion). The technological
readiness level criterion is analyzed exclusively in Table I
which summarizes the countermeasures reviewed.

2) Countermeasures aimed at optimizing authentication:

The identity of users, pilots, and manufacturers must be
authenticated by any target in a drone’s ecosystem:

(i) Digital signatures: Any file installed/used by a drone’s
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TABLE I
SECURING DRONES: SUMMARY OF ATTACK AND COUNTERMEASURE METHODS.

FULLY SATISFIES ( ), PARTIALLY SATISFIES (G#), DOES NOT (#) SATISFY THE CRITERION. NEG. = NEGLIGIBLE, INFRA. = INFRASTRUCTURE, AUTH. =
AUTHENTICATION.
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ecosystem must be signed by its manufacturer so it can be
verified by the ecosystem (type - P); this will prevent attacks
that rely on fake files [23, 30].

(ii) Two-factor authentication: Two-factor authentication
must be deployed for any sign-in process (e.g., to authenticate
users signing into Web servers) (type - P); this requires
software changes (negligible changes to infrastructure - G#)
and affects the sign-in process (negligible effort by user - #).
This will prevent attacks that exploit vulnerabilities in the login
mechanism of cloud-based services [35, 38].

(iii) Continuous authentication: The identity of a drone’s
operator must continuously be authenticated by the drone.
This can be done with methods that utilize data obtained
from motion sensors [47] and maneuvering commands [48],
to derive a unique profile for the pilot during flights. This
profile is used to continuously authenticate the pilot on board
(type - Dt). The main shortcomings of these methods are as
follows: false negative and positive errors (high effectiveness
- G#, negligible impact on the drone’s usability - G#) and
the need to develop and maintain a dedicated model which
continuously runs in the background (negligible changes to
infrastructure - G#, negligible resource overhead - #, and

negligible maintenance - #). These mechanisms can detect
hijacking attempts by malicious pilots [35, 36].

3) Countermeasures aimed at optimizing integrity:

Dedicated countermeasures should be deployed in a drone’s
ecosystem in order to verify the correctness of the information
obtained and decrease the effect of attacks:

(i) Verification: The correctness of the measurements ob-
tained from sensors must be verified in order to detect sensor
spoofing attacks. Common ways of verifying the correctness
of sensor measurements to detect spoofed values include the
use of anomaly detection methods [7] and the application of
rule-based approaches [43] (type - Dt). The main shortcomings
of these methods are false negative/positive errors (negligible
impact on the drone’s usability - G#, high effectiveness - G#)
and the need to develop and maintain a dedicated model which
continuously runs in the background (negligible changes to
infrastructure - G#, negligible resource overhead - #, and
negligible maintenance - #). These methods [7, 43] can be
used to detect attacks against the gyroscope [5] and com-
pass [25]. Random sample consensus [39] can be used in
cases in which attackers have managed to spoof part of the
data/measurements by sampling a random portion of the data
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(type - M). This requires the implementation of a software
model which continuously runs in the background (negligible
changes to infrastructure - G#, negligible resource overhead -
#). While the success rate of this method can be tuned to
mitigate a fixed portion of compromised measurements from
the data (up to 50%), attackers can evade this method by
compromising a larger part of the data (high effectiveness -
#). This can be used to mitigate attacks that spoof a small
portion of a sensor’s measurements [24].

GPS measurements can be verified with positions estimated
from gyroscope measurements [41] (type - Dt). The main
shortcomings of this method are false negative/positive errors
(negligible impact on the drone’s usability - G#, high effective-
ness - G#) and the need to develop and maintain a dedicated
model which continuously runs in the background (negligible
changes to infrastructure - G#, negligible resource overhead
- #, and negligible maintenance - #). Another alternative
is to compare compass readings obtained in real-time with
measurements that were obtained in advance [40] (type - Dt).
In addition to the limitations mentioned above, the primary
shortcoming of this method is that it cannot be applied on new
flight trajectories before modeling them (negligible effort by
the pilot - #). Another approach for verifying the correctness
of GPS measurements is collaborative data attestation, i.e.,
verifying the obtained measurements with nearby drones [8]
(type - Dt). This method has major shortcomings: it requires
developing drone-to-drone communication which is currently
not supported and requires additional hardware (negligible
changes to infrastructure - #). These methods [8, 40, 41] can
be used to detect GPS spoofing attacks [26, 27].

(ii) Redundancy: GPS measurements can be obtained si-
multaneously from multiple global navigation satellite system
(GNSS) protocols (e.g., GLONASS, Galileo, and BeiDou) by
integrating multi-constellation receivers into the drone (type -
M). The main shortcomings of this method are that it requires
dedicated hardware (negligible changes to infrastructure - #)
and attackers can overcome it by spoofing all GNSS protocols
(high effectiveness - #). This method can be used to mitigate
GPS spoofing attacks [26, 27].

(iii) Robust modulation techniques: FPV channel jam-
ming can be mitigated using direct sequence spread spectrum
(DSSS) modulation or channel hopping [46] (type- M), but this
requires dedicated radio transmitters (in cases in which they
don’t exist: negligible changes to infrastructure - #). These
modulation techniques can be used to mitigate FPV channel
jamming attacks [37], but attackers can overcome these meth-
ods with powerful radio transmitters (high effectiveness - G#).

(iv) Dedicated techniques: GPS jamming attacks can be
mitigated using null steering [51] (type - M). The primary
disadvantages of this method are that it requires dedicated
hardware (negligible changes to infrastructure - #) and attack-
ers can evade it by using multiple transmitters (high effective-
ness - G#). This can be used to mitigate the following attack:
[28]. Aerial video-based navigation [42] can be deployed as an
alternative navigation technique. This technique determines a
drone’s location by comparing the surroundings captured via
the video camera to a satellite imagery database (type - P).
The main shortcomings of this approach are that it relies on

heavy real-time video processing (negligible resource overhead
- #) and requires dedicated development (negligible changes
to infrastructure - G#). This method can be used to disable the
effectiveness of GPS spoofing attacks [26, 27].

4) Countermeasures aimed at optimizing confidentiality:

The information obtained and stored by targets in a drone’s
ecosystem must be secured against any type of attack that
reveals private information.

(i) Encrypted protocols: The encryption-free (open) mode
in drones that use Wi-Fi and XBee for the FPV channel must
be disabled; only a private (encrypted) mode that requires a
password for joining the network should be used (type - P).
This will prevent the implementation of attacks that require
the attacker to connect to the network shared by the drone
and its GCS: [25, 33–36].

(ii) Authorization: The access to information about other
pilots in servers must be restricted (type - P). This will prevent
attackers from deanonymizing pilots [35, 38].

(iii) Obfuscation: Code obfuscation can be used in official
smartphone applications (type - M). This will make the process
of reverse engineering the GCS’s application more difficult
(high effectiveness - G#) and mitigate the following attack: [26].
FPV channel obfuscation can be applied by using proprietary
protocols (e.g., OcuSync) instead of common protocols (e.g.,
Wi-Fi). This will prevent the extraction of information from
the data layer (high effectiveness - G#) which is necessary for
applying attacks (e.g., [9]) by common packet analyzers (type
- M). Proprietary protocols require dedicated development
(negligible changes to infrastructure - G#).

(iv) Constant bitrate video encoders: The option to use a
constant bitrate video encoder (e.g., by disabling the video
compression) must be allowed (type - P). This will decrease
the quality (FPS and resolution) of the video obtained (neg-
ligible impact on the drone’s usability - #) but will prevent
attackers from determining whether a point of interest is video
streamed by a drone [9].

5) Countermeasures aimed at providing recovery:

Parachutes for drones (with automated operation) [44, 45]
can be used to save parts of the chassis and cargo, and limit
the damage in the case of a crash (type - Re). This requires
integrating a dedicated component into the drone (negligible
impact on infrastructure - #) and can be operated when the
use of bullets and nets [31, 32] has been successful.

D. Scientific Gaps, Insights & Research Directions

Based on the analysis performed in this section and sum-
marized in Table I, we now point out existing scientific gaps,
and based on our findings, we provide conclusions and suggest
future research directions.

1) Scientific gaps

We consider an attack against drones severe if the attack can
be implemented from a range that does not require the attacker
to expose him/herself (OR4-5), does not depend on any envi-
ronmental conditions (low complexity -  ), and affects a broad
sector of drones (high exposure level -  /G#). An analysis
of the information presented in Table I reveals that most of
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the attacks reviewed in this section are not considered severe,
because they require the attacker to expose him/herself due to
low operational ranges (OR1-3) [5, 23–26, 30], their success is
dependent on environmental conditions that are not under the
control of the attacker (low complexity - G#/#) [5, 23–26, 30],
or they are the result of poor security implementation by the
manufacturer (exposure level - #) [23–26, 35, 38]. Only a few
of the attacks are considered severe: GPS jamming, spoofing
[25, 26], and all of the attacks against the FPV channel
[9, 25, 26, 33–36]. Some of the attacks considered severe
[25, 33–36] can be prevented by countermeasure methods that
effectively prevent the attack (type - P, high effectiveness -
 ) with commercial implementation (TRL 9), negligible addi-
tional development and maintenance (negligible maintenance
-  , negligible resource overhead -  , negligible changes
to the infrastructure -  ), and negligible impact on usability
(negligible effort by pilot/users -  , negligible impact on the
drone’s usability -  ).

A scientific gap in the context of securing a drone is a
severe attack for which an effective countermeasure (one that
meets the abovementioned criteria) has yet to be developed. (1)
GPS spoofing [26, 27]: cannot be prevented by any mechanism
with a high technological readiness level. (2) Bullets and nets
[31, 32]: these attacks threaten drones in countries that allow
civilians to purchase this type of equipment. (3) GPS and
FPV channel jamming [28, 37]: these attacks have dedicated
mitigation methods, however attackers can bypass them by
acquiring stronger radio transmitters/jammers. (4) Determining
whether a drone is video streaming a point of interest [9]:
the only mechanism that prevents this attack (disabling video
compression) comes with a cost in terms of usability (low
resolution and FPS rate).

2) Conclusions and research directions

The analysis presented in this section reveals that drones
and their ecosystems are not yet adequately protected. For
example, commercial drones that are used to transport organs
to hospitals for transplantation are exposed to severe attacks
[9, 26–28, 31, 32, 37] that can be performed with inexpensive,
easily procured equipment. This is due to the fact that until
recently drones were not manufactured with security mech-
anisms in mind: they were originally designed for hobbyists
and have only recently been adopted for commercial use.

Additional research aimed at addressing the abovemen-
tioned scientific gaps is required: (1) Developing new means
of autonomous navigation, which will serve as alternatives
to GPS-based navigation. This can done by increasing the
technological readiness level of video-based navigation for
long ranges and developing compass-based navigation for
short ranges. (2) Investigating methods enabling drones to
avoid bullets and nets. For example, developing automatic
evasion mechanisms for drones (e.g., the use of an inconsisten-
t/random flight pattern) that will make it difficult for attackers
to shoot nets and bullets at a flying drone. (3) Investigating
methods that could be used for confidential/secret tasks. One
example is to deploy video encoders with a constant bitrate
that can provide reasonable quality (rather than full HD/4K)
for real-time video streaming and can be operated by pilots for

Fig. 2. Security of society – relationship between targets (boxed in blue),
threats (boxed in red), and incidents (using red arrows).

sensitive tasks (e.g., use by police departments) and prevent
attackers from learning which object is video streamed. (4)
Examining the aspect of remediation of attacks (how to handle
a drone and acquire information in cases in which a drone
sensor’s output has been detected as compromised in order to
return it safely to its pilot); for example, this can be done by
obtaining measurements from an uncompromised sensor as an
alternative to the compromised measurements (e.g., estimate
location based on the gyroscope instead of the GPS). (5)
Investigating ways of preventing cyber-attacks applied over
the Internet; this is particularly important, since the next drone
generation will face the Internet [29]). One example is to focus
on adapting existing security mechanisms (e.g., firewalls, IPSs)
used for cyber-physical systems for use in protecting drones.

III. SECURING SOCIETY FROM DRONES

In this section, we focus on the following research question:
Is society protected against attacks conducted using drones?
We start by listing targets within society (Section III-A), dis-
cussing adversaries, and reviewing threats (Section III-B). We
present a methodology for reviewing countermeasures which
is followed by a review of related methods (Section III-C).
Finally, we analyze scientific gaps, present our conclusions,
and discuss future research directions (Section III-D).

A. Target Identification

In Section II, we examined the security of drones and
considered entities within a drone’s ecosystem that could be
the target of attacks. In this section, societal entities are the
targets we aim to secure from attacks conducted by adversaries
using drones. We identify three types of targets (see Fig. 2):

(i) Individuals: The security/safety and privacy of civilians.
(ii) Organizations: The security/safety and privacy of com-

panies and organizations.
(iii) Nations: The security/safety of critical infrastructure

(e.g., airports), military bases, national facilities, government
officials, soldiers, etc.

B. Adversary Profile, & Threat Analysis

We consider an adversary as any pilot who uses a drone
in order to violate the security and privacy of individuals,
organizations, and nations. The adversary can be an entity
acting independently (e.g., a hacker, criminal) or on behalf
of a criminal, terrorist, or hacker organization. We identify
four primary types of threats that adversaries pose to the three
targets (see Fig. 2):

1) Spying: Any type of illegal drone activity which violates
the privacy of a target, including video streaming and track-
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ing people and organizations. The use of drones to spy on
individuals, and more specifically to video stream individuals,
is a growing threat to privacy today [52] and an issue that
concerns many people [53]. Drones also provide a means of
carrying a surveillance device. Several studies have shown
that drones equipped with radio transceivers can be used to
locate and track people across a city by recognizing the MAC
address of their owner’s device (e.g., smartphones) [54] and
perform an MITM attack on telephony [55] by downgrading
4G to 2G. Drones can also be used to carry traditional spying
devices used to eavesdrop on conversations (e.g., directional
microphones). The use of drones to spy on organizations is
limited to video streaming the organization; therefore it is not
considered a dangerous threat. The use of drones to spy on
nations in the context of espionage is usually done with non-
commercial drones and is not within the scope of this paper.

2) Terrorism: Any type of physical attack performed using
a drone that results in the injury/death of individuals and/or
the collapse/destruction of an organization or national facility.
The use of armed drones for terrorism against nations was
demonstrated in an attack against Russian military bases in
Syria [12]. Drones also threaten airports, because commercial
airplanes are vulnerable to exploding and colliding drone
attacks during takeoff and landing [56]. This threat led to
the cancellation of hundreds of flights at Gatwick Airport
near London [57]. Dozens of near miss incidents involving
drones around the world have been reported [58]. Furthermore,
drones can cause major disasters, in terms of the number
of casualties, by exploding into critical infrastructure (e.g., a
nuclear plant) [59]. The use of drones for terrorism against
politicians is a growing threat that was recently demonstrated
in Venezuela [10], Japan [11], and the US [52]. The use
of drones for terrorism against organizations/companies and
random individuals/civilians has not yet been demonstrated.

3) Cyber-attacks: Any type of attack against computing
devices that requires the adversary to have a line of sight
to the device or be within a specified distance of the target
device, necessitating the use of a drone. The use of drones
equipped with a radio transceiver to perform cyber-attacks
against individuals and organizations has been demonstrated
in several studies [18, 60–63]. Attackers can use drones to:
(1) break into wireless networks [60, 61], (2) steal printed
documents [63] (by impersonating a network printer), (3)
spread a worm across Philips Hue smart bulbs [62], and (4)
hijack a Bluetooth mouse [18]. The use of drones to perform
cyber-attacks against organizations and facilities that use air-
gapping to secure their networks has also been demonstrated.
Two studies [64, 65] used a drone to establish an optical
covert channel for data infiltration [65] and exfiltration [64]
to/from an air-gapped network. In these studies, the drone
was used to carry a laser transmitter [65]) and an optical
sensor [64], in order to create a line of sight to a target
device in the organization’s air-gapped network and establish
a communication channel with preinstalled malware.

4) Smuggling: Any type of illegal transfer of goods per-
formed using drones. The use of drones to smuggle goods into
facilities and between countries has also been demonstrated.
Drones have recently been used by criminals to drop weapons

into prison yards [66], and smuggle goods and drugs between
countries over borders [67]. Thus far, the use of drones for
smuggling has been restricted to incidents targeting nations
and national facilities.

C. Review of Countermeasure Methods

Here we review countermeasure methods used to protect
a society from attacks conducted using drones. We start
by describing the criteria used to evaluate countermeasures
(Section III-C1) and then review and analyze related methods
(Sections III-C2 - III-C4) according to the criteria.

1) Methodology

We defined seven assessment criteria for countermeasure
methods. We note that the definitions for some of the criteria
used to analyze countermeasures for securing drones cannot
be used to analyze countermeasures for securing society. As a
result, we adapted and redefined some of the criteria so they
can be used to analyze countermeasures for securing society.
We also added additional criteria that should be assessed when
analyzing countermeasures for securing society. Definitions of
the criteria are provided below:

The first two criteria are (i) operation range (OR1-5), which
addresses the operational range of a countermeasure against
drones and was defined in Section II-B, and (ii) technical
readiness level (TRL 1-9), which was defined in Section II-C.
For the criteria listed below, the following symbols are used
to indicate whether a method fully satisfies (denoted as  ),
partially satisfies (denoted as G#), or does not satisfy (denoted
as #) a criterion:

(iii) Negligible changes to infrastructure ( /G#/#): deploy-
ment requires ( ) - no additions/changes to infrastructure;
(G#) - negligible changes to infrastructure (e.g., deploying
video cameras, antennas); (#) - dedicated facility/areas (e.g.,
dedicated area for radar).

(iv) Low operation level ( /G#/#): operating the method
requires ( ) - no special expertise; (G#) - certified manpower
(e.g., a guard); (#) - trained professionals (e.g., the use of
commercial lasers).

(v) Negligible impact on environment ( /#): ( ) - the
method can be operated in populated areas; (#) - otherwise.

(vi) Negligible cost ( /G#/#): the cost to deploy this
method is ( ) - under a thousand dollars (USD); (G#) - up
to a few thousand dollars; (#) - otherwise.

(vii) High effectiveness ( /G#/#): the attacker ( ) - cannot
evade the countermeasure (or must stop the malicious activity
and leave the attack scene); (G#) - can evade the counter-
measure by making non-negligible improvements to his/her
capabilities or under specific environmental conditions (e.g.,
in darkness); (#) - can evade the countermeasure by making
negligible improvements to his/her capabilities (e.g., using a
different type of drone).

(viii) High performance ( /G#/#): Attacks are prevent-
ed/detected by the countermeasure with ( ) - high accuracy;
(G#) - medium accuracy (e.g., high false positive rates); (#) -
low accuracy (e.g., low true positive rates).

Preventing the implementation of attacks conducted using
drones requires a progressive process (rather than a dedicated
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method, as is the case when securing a drone from attack)
that consists of the following three chronological steps. Step
1: detection, which involves identifying the presence of a
suspicious drone in space. Step 2: assessment, which involves
determining whether the drone is hostile. Step 3: interdiction,
which involves disabling the drone. The countermeasures are
reviewed in Sections III-C2 - III-C4 as follows: they are first
categorized based on the chronological steps (1-3) and are
then categorized by type. We review related countermeasure
methods and analyze their use against commercial drones
based on the criteria described in the previous subsection. The
results of the analysis are summarized in Table II.

2) Detection & tracking

The first step in securing society from hostile drones is
to detect and track them. Drone detection refers to recog-
nizing that there is a drone nearby. Drone tracking refers to
determining the exact coordinates and altitude of the drone
over time (the drone’s trajectory). We review scientific and
industrial methods used for detection and tracking purposes
given the sensors on which they are based (radar, RF scanner,
video camera, LiDAR, thermal camera, acoustic, and hybrid
sensors). In addition, Table III provides a comparison of the
33 largest drone detection companies [18] that sell commercial
devices for drone detection, comparing their products based on
the sensors they use and the features they support, according
to their specifications. We validated the data in Table III by
contacting the companies by mail (33% of them responded).

(a) Radar: Several studies have investigated drone tracking
using radar and found that (1) extremely high frequency radar
(35 GHz with 1 GHz bandwidth) is required to detect small
commercial (mini) drones [68], (2) the non-plastic portions
of the drone (e.g., battery pack, carbon fiber frame) dominate
its radar signature, as opposed to the plastic portions (e.g.,
blades) which do not provide a significant return [69], and
(3) radar misclassifies birds as drones [70]. Commercial radar
has wide operation ranges of 10-50 kilometers (OR5), and
it is not influenced by adverse ambient conditions, such as
light, darkness, and noise (high effectiveness -  ). However,
radar raises false alerts due to the presence of birds (high
performance - G#), and its cost can reach hundreds of thousands
of dollars (negligible cost - #). In addition, radar is not
intended to be deployed in urban environments and requires
a dedicated area/facility for deployment (negligible changes
to infrastructure - #, negligible impact on environment - #);
it also requires trained professional operators (low operation
level - #). According to the industry analysis that we per-
formed and present in Table III, 13 of the 33 companies
analyzed use radar [71–83].

(b) RF scanner: Several studies [6, 9, 84, 85] have suggested
the use of RF scanners to detect a drone’s presence. Bisio et
al. [84] and Nassi et al. [9] suggested performing network
traffic analysis on suspicious intercepted Wi-Fi transmissions
in order to classify them as an FPV channel by applying
time domain analysis [84] and frequency domain analysis
[9] and were able to detect a drone in three seconds. Other
studies [6, 85] suggested analyzing the physical layer of the
radio signal transmitted from the drone (downlink of the FPV

TABLE II
SECURING SOCIETY: SUMMARY OF COUNTERMEASURE METHODS
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[71, 74, 76, 89, 97–99]
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Infrared Camera
[71, 74, 78, 83, 103–105]

[79, 92, 100–102]
3 9 G#   G# G# G#

LiDAR [106–108] 3 9 G#   #  G#
Acoustics [72, 109–112]

[77, 91, 93, 101, 105, 113, 114] 2/3 9 G#    G# #

Hybrid (Acoustics &
Optics) [101, 105, 115, 116] 3 9 G# G#  G#   

Hybrid (Radar &
Optics) [101, 105, 115, 116] 5 9 # # # #   

Data Link Layer-Based
Classification [117] 4 5 G# G#   #  

A
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es
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en
t Physical Layer-Based

Classification [118] 4 4 G# G#    G#

LED License [119] 3 1     #  
DSRC-Based

Identification [120] 4 9 G#    # G#

Camera and IMU
Based Identification [121] 3 4 G# G#   # #

Detecting Capture POI [9] 4 5 G# G#   #  

In
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n Bullets & Nets [31, 32] 3/4 9  G#     

Commercial Jammers
[122–125] 4 9 # # # #   

Predator Birds [126] 3 9 # G#  # #  
Laser Cannons [127, 128] 4 9 # # # #   

channel). Birnbach et al. [6] analyzed the received strength
of the downlink of the FPV channel to classify the patterns
of drones during approaching, escaping, and spying episodes.
Mototolea et al. [85] suggested triangulating information from
multiple RF scanners located in different locations in order
to track a drone. RF scanners have medium detection ranges
(OR4), are not influenced by adverse ambient conditions, such
as light, darkness, and noise (high effectiveness -  ), can be
deployed in urban areas (impact on environment -  ), can
be operated with no special expertise (low operation level -
G#), and are inexpensive (low cost -  ). However, they require
the deployment of dedicated receivers and antennas (negligible
changes to infrastructure - G#). RF scanners can suffer from
low true positive rates, misclassifying an FPV channel as
something else (high performance - #) when a given radio
fingerprint of a drone does not exist in a database. According
to the industry analysis that we performed and present in
Table III, 13 of the 33 companies analyzed use RF scanners
[71, 78, 86–96].

(c) Optical methods:
Video cameras: Several studies have suggested methods

to detect a drone using a video camera that detects visible
frequencies by extracting visual features [97, 98] from the
frames of the video stream. Rozantsev et al. [99] proposed
using six ground cameras to track a drone, accurately recon-
structing a drone’s flight trajectory within a 100x50 square
meter area with an error of up to four meters. Video cameras
have an optical detection range (OR3), can be deployed and
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used in populated areas (negligible impact on environment -
 ), do not require dedicated expertise (low operation level -
 ), and are sold for a few hundred dollars (negligible cost -
 ). However, as was indicated by Saqib et al. [129], video
camera-based methods suffer from high false positive rates
due to the similarities between the movements of drones and
birds (high performance - G#) and are not effective in darkness
(high effectiveness - G#).

LiDAR & infrared cameras: In order to detect drones in
darkness, Muller et al. [103] suggested a short wave infrared
(SWIR) camera for night detection. However, Birch et al. [104]
indicated that a long wave infrared (LWIR) camera performs
better than a SWIR camera, especially when the background
of the drone is the skyline. Church et al. [106] analyzed the
detection of drones using a LiDAR sensor and found that
(1) commercial drone speed does not affect the accuracy of
detection, and (2) drones can be detected from a distance
of a few hundred meters. Infrared cameras share the same
advantages and disadvantages of video cameras, since infrared
cameras are less effective in the light (high effectiveness -
G#). However, infrared cameras are more expensive (negligible
cost - G#) than standard video cameras. LiDAR has the same
advantages as video cameras. In addition, LiDAR is highly
effective in adverse ambient conditions (high effectiveness -
 ). However, LiDAR’s greatest disadvantage is its high price
(negligible cost - #).

Typically, cameras that capture visible and invisible wave-
lengths are combined to support detection throughout the
day and night. Sixteen of the 33 companies analyzed use
at least one optical sensor to detect drones: a video cam-
era [71, 74, 76–80, 88, 89, 92, 100–102], infrared camera
[71, 74, 78, 79, 83, 92, 100–102, 105], or LiDAR [107, 108].

(d) Acoustic methods: Several studies [109–111] investi-
gated methods to detect the presence of a drone by analyzing
the noise emitted from the drone’s rotors and found that the
acoustic signature of a drone’s rotors can be detected in the
frequency domain via a microphone [109], very quickly (in
200 milliseconds) [110], from a range of up to 600 meters,
using a microphone array consisting of four microphones
[111]. Chang et al. [112] evaluated a method for tracking a
drone by triangulating sound obtained from two distributed
microphone arrays (each consisting of four microphones) and
were able to estimate a 100 meter drone trajectory with an
error of up to two meters for 80% of the trajectory.

Acoustic methods can be deployed in populated areas
(negligible impact on environment -  ), are considered cheap
compared to radar and LiDAR (negligible cost -  ), and can
be operated with no special expertise (low operation level -
 ). However, acoustic methods have a low detection range
(OR2-3), require dedicated hardware (negligible changes to
infrastructure - G#), are vulnerable to ambient noise (high
effectiveness - G#), and can suffer from low true positive rates,
misclassifying a drone as something else (high performance -
#) when a given acoustic drone fingerprint does not exist in
a database. These are likely the reasons that acoustic methods
are only used by eight [72, 77, 91, 93, 101, 105, 113, 114] of
the 33 companies analyzed.

(e) Hybrid methods: Table II provides a summary of the

countermeasures presented in this section, indicating their
ability to satisfy the criteria assessed. As can be seen, none
of the single sensor-based methods is capable of satisfying
the high effectiveness and performance criteria. In order to
overcome the limitations that arise from using a single sensor-
based method, various approaches that rely on sensor fusion
have been suggested. These approaches provide a high level
of detection (high effectiveness -  , high performance -  ).

One approach that was investigated by [115, 116] is combin-
ing a set of acoustic and optical sensors in order to improve
detection in dark conditions and decrease the false positive
rate (resulting from bird misclassification). This approach
shares most of the advantages of acoustic/optical methods
(negligible changes to infrastructure - G#, negligible impact
on environment -  ). However, combining of a set of video
cameras and microphones can be expensive (negligible cost -
G#), require certified manpower (low operational level - G#,)
and may still provide low detection ranges (OR3). These
are probably the reasons that only a few companies use this
approach [101, 105]. Another approach is to combine radar
with at least one optical sensor. The greatest advantage of
this approach is that drones and birds can be classified more
accurately, so this approach decreases false positive and false
negative rates. This approach can be used to detect drones from
high detection ranges (OR5) and has been heavily adopted
by industry [71, 74, 76, 78–80, 83]. However, this approach
is considered very expensive (negligible cost - #), requires
trained professional operators (low operation level - #), is not
intended for deployment in urban environments (negligible im-
pact on environment - #), and requires a dedicated area/facility
for deployment (negligible changes to infrastructure - #).

Other combinations (see Table III) are less common. Hybrid
methods can provide high effectiveness, high performance,
and high detection ranges, however their primary disadvantage
is their cost. As can be seen from Table III, using multiple
sensors for drone detection is the approach taken by more
than 54% of the companies we analyzed (18 companies use
multiple sensors as a means of detection).

3) Assessment

The second step in securing society from hostile drones is
to assess whether the detected drone is hostile; this step is
particularly important in areas that allow drone flights, since
drones located in the exact same location can be used for both
legitimate and illegitimate activities. Determining whether a
drone is hostile can be done by classifying a drone’s type,
remotely identifying a drone, and recognizing its activity:

(a) Classification: Drone classification refers to identifying
the manufacturer and model of the drone. Classification can
only be used to detect a hostile drone in cases in which the
type of drone detected is not among the types that are allowed
to fly in a specific area. The following methods: [117, 118]
rely on RF scanners. Such methods have several advantages:
they can be used in populated areas (negligible impact on
environment -  ), are based on inexpensive devices with an
additional antenna (negligible cost -  , negligible changes to
infrastructure - G#), and provide a medium operational range
(OR4). However, the main difference between the methods is
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TABLE III
COMPARISON OF TOP COMMERCIAL DETECTION DEVICES FOR DRONES.

Radio Optical Acoustic Features

Company Name Product Name Radar RF
Scanner Camera LiDAR Infrared Microphone Effective Range

(KM) Classification Coverage (◦) Tracking Mobility

3DEO
Rogue Drone

Detection
Mitigation [107]

X 2 X

Aaronia Drone Detection
System [71] X X X X 50 X 90/360 X X

Anti-Drone.eu GROK [72] X 4 X X
Droneshield [130] X 0.5

Aveillant Gamekeeper 16U -
Holographic Radar [73] X 5 90 X

Black Sage - BST UAVX [74] X X X 0.5 90 X X
C speed LLC LightWave Radar [75] X X

CACI SkyTracker [86] X X
CerbAir Hydra [87] X 2 X 90/360 X X

Chess Dynamics
Ltd AUDS [76] X X X 10 180 X X

DeDrone.com DroneTracker [88] X X X X

DeTect DroneWatcher [89] X 1.6-3.2 X X
HARRIER DSR [77] X X X 3.2 X X

Digital
Global

Systems
SigBASE [90] X X

DroneShield FarAlert/WideAlet
Sensors [105] X X 1 30 X

Gryphon Sensors Skylight [78] X X X X 3-10 360 X X
HGH

Infrared
Systems

UAV Detection
& Tracking [100] X X 360

Kelvin Hughes
Limited

SharpEve SxV
Radar [79] X X X 1.5 360 X X

MAGNA Drone Detection [101] X X X 0.5-1
Microflown AVISA Skysentry AMMS [91] X X 0.4-1 360 X

Mistral Solutions
Drone Detection

and Classification
System [92]

X X X 1 X

ORELIA Drone-Detector [113] X 0.1 360

Quanergy Systems Q-Guard -
LiDar X-Drone [108] X 0.1

Rinicom SKY PATRIOT [102] X X 1.5 X 30
Rinicom and

METIS Aerospace SKYPERION [93] X X 4

ROBIN
Radar

Systems
ELVIRA [80] X X X X

Rohde and
Schwarz

RS
ARDRONIS-I [94] X 1-2 X

SAAB Group Giraffe AMB
Radar - ELSS [81] X 30-470 360 X X

Sensofusion AIRFENCE [95] X X

SpotterRF A2000 Radar
UAVX [82] X 0.2-1 45/90 X X

Squarehead
Technology DiscovAir [114] X

TCI
International BlackBird [96] X X

Thales SQUIRE [83] X X 48 X X

their level of effectiveness and performance.
Peacock et al. [117] analyzed the data link layer of the

Wi-Fi FPV channel and showed that the SSID (service set
identifier) of a network and the MAC address of a connected
drone (which can be extracted by packet analyzers) can be
used to determine the drone type. This method can accurately
classify drones according to the MAC provided by the man-
ufacturer (high performance -  ), but its main disadvantage
is that attackers can easily evade classification by changing
the drone’s MAC address (high effectiveness - #). Nguyen et
al. [118] showed that unique characteristics can be extracted
from the physical layer of the FPV channel regarding the
drone’s movement (e.g., shifting, vibration) in order to classify
the drone. The unique characteristics are affected by various
components (rotors, shape, and propellers) and vary depending
on the model so attackers cannot evade classification (high
effectiveness -  ). However, the main disadvantage of this
approach is its performance which varies between 64 and 89%
(high performance - G#).

(b) Remote drone identification: According to the Federal
Aviation Administration (FAA), "Remote ID is the ability of
a drone in flight to provide identification information that can
be received by other parties" [131]. Remote drone authen-
tication and identification in areas that allow drone flights
can be performed by authenticating the drone (remote drone
identification) and by authenticating the pilot (remote pilot
identification). Yao et al. [119] suggested a dedicated LED li-
cense for drones. The simplicity of this approach is its primary
advantage, since it does not require any additional hardware
(negligible cost -  , negligible changes to infrastructure -  ,
negligible impact on environment -  ) and can be used by
anyone to accurately identify drones (low operation level -  ,
high performance -  ). However, identification is limited to
optical ranges (OR-3), and attackers can easily duplicate such
licenses (high effectiveness - #).

Another suggestion made by Yao et al. [119] is an iden-
tification platform for nearby drones which is based on
dedicated short-range communications (DSRC). DJI recently
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implemented such an identification system for their drones,
AeroScope [120], which provides detailed information (e.g.,
operator’s ID, the flight’s location and altitude) based on
DSRC. AeroScope is intended for consumer use (negligible
cost -  , low operation level -  ), can be deployed in
populated areas (negligible impact on environment -  ),
and provides a medium operational range (OR4). However,
AeroScope has several disadvantages: the pilot can deactivate
information sharing and avoid identification (high effective-
ness - #); it can only detect DJI drones, so other drones remain
undetected (high performance - G#); and it requires dedicated
hardware (negligible changes to infrastructure - G#).

Ruiz et al. [121] suggested a method for identifying a drone
located among O(n) other visually identical drones. They
suggested matching the motion detected by the drone’s inertial
sensors (transmitted by radio signals) and the motion detected
by a video camera. This method requires a radio receiver
(with an antenna) and a video camera, and it can be used
in populated areas (negligible changes to infrastructure - G#,
negligible impact on environment -  , negligible costs -  ).
However, the main disadvantages of this approach are its low
operational range (OR3) and the fact that every drone detected
by the video camera must be examined, meaning that identi-
fying a single drone among n nearby drones requires O(n)
examinations (high performance - #). In addition, attackers
can imitate the flight behavior of a nearby drone in order to
evade identification (high effectiveness - #).

(c) Activity recognition: Detecting the real activity of a
drone in areas that allow drone flights is a very challenging
task: given a drone that is passing by a house, how can we
determine whether the drone is being used for a legitimate
purpose (e.g., delivering a pizza), for spying (e.g., snooping
on a neighbor), or to conduct a cyber-attack?

Nassi et al. [9] suggested a method to determine whether a
specific POI is being video streamed by a drone. Their method
exploits the variable bitrate mechanism in the H264 video
compression algorithm and utilizes a flickering LED installed
on a POI to watermark the bitrate of the uplink channel. The
watermark indicates that the POI is captured by a drone’s
camera and can be used to determine whether a drone is being
used to spy on a POI. The primary advantages of this method
are that it relies on a Wi-Fi receiver and a connected antenna
(negligible cost - G#, negligible impact on environment - G#),
provides a medium operational range (OR4), and can detect a
spying drone in 2-3 seconds (high performance -  ). However,
the main disadvantage of this method is that it is currently only
effective for Wi-Fi FPV drones (high effectiveness - #) and
requires the installation of dedicated equipment (for flickering)
near a target POI (negligible changes to infrastructure - G#).

4) Interdiction (disabling drones):

The third step in securing society from attacks conducted
using drones is to disable a detected drone whose activity
was determined as hostile (e.g., spying on an individual). The
review in this section complements the review presented in
Section II-B on attack methods used against a drone’s ecosys-
tem. Here we focus solely on industrial methods that can be
used quickly after a drone’s activity has been determined as

hostile by individuals, municipal authorities, militaries, and
nations. In addition, we focus on legal methods. For example,
GPS spoofing might be used by attackers to disable a drone
(reviewed in Section II-B), but its application is against the
law in countries due to its negative impact on nearby airplanes
and devices, so it cannot be used by municipal authorities to
disable a hostile drone and thus is not covered in this section.

(a) Nets and bullets: These methods were reviewed in
Section II-B and analyzed in Table II; therefore, we do not
analyze them again here.

(b) Commercial anti-drone jammers: These jammers are
directional RF transmitters in the form of mobile shooting guns
[122, 123] or stationary devices [124, 125]. Commercial anti-
drone jammers apply jamming to GPS and FPV bands known
to be used by drones. FPV channel jamming is effective against
manual operations, since it disables video streaming and ma-
neuvering capabilities. The inability to receive commands from
the pilot causes the drone to fly in the air where it is exposed
to various attacks with a depleting battery. GPS jamming
threatens autonomous flights that rely on GPS measurements
(high performance -  , high effectiveness -  ). In addition,
the most effective jammer on the market can reach ranges
of up to two kilometers (OR4). The main disadvantage of
commercial radio jammers is their effect on other nearby
devices that utilize radio communication (negligible impact
on environment - #). As a result, their use against drones is
restricted in some countries. In addition, stationary commercial
jammers are usually deployed in a dedicated facility/area
(negligible changes to infrastructure - G#), can only be operated
by trained professional operators (low operation level - #), and
are very expensive (negligible costs -  ).

(c) Predator birds: One company [126] sells eagles and
falcons that have been trained to detect, capture, and land
drones. However, the operational range that predator birds
provide against drones (OR3) is limited compared to jammers.
They are very effective against nano and micro commercial
drones (high performance -  ), but attackers can use a heavier
commercial mini drone in order to avoid being captured by
these birds (high effectiveness - #). In addition, they require
a certified operator (low operation level - G#) and are very
expensive (negligible costs - #).

(d) Laser cannons: Several companies sell laser cannons
that irradiate a directed high energy laser beam that causes a
drone to burn in the air and crash to the ground [127, 128].
Laser cannons support an operational range of two kilometers
(OR4) and are highly effective (because a drone must abandon
its malicious task in order to avoid being hit). However,
commercial lasers require trained professional operators (low
operation level - #) and a dedicated facility/car for installation
(negligible changes to infrastructure - #).

D. Scientific Gaps, Insights & Research Directions

Based on the analysis performed in this section (summarized
in Tables II and III), we now analyze the preparedness of each
target to mitigate attacks conducted using drones. Specifically,
for each societal target (national facilities, organizations, and
individuals) we analyze the related threats, profile the criteria
required for an optimal countermeasure method to handle the
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threats, point out scientific gaps, and provide our conclusions
regarding the research question: Is the target protected against
attacks conducted using drones? It should be mentioned that
in the analysis we focused on threats that require a dedicated
countermeasure against the drone itself (i.e., spying, terrorism,
and smuggling) rather than on cyber-attacks (performed via a
drone) [18, 60–65] that can be effectively mitigated without
considering the drone as a means for the attack. That is, some
cyber-attacks (e.g., [64, 65]) can be prevented by an IPS, while
other cyber-attacks (e.g., [18, 60–63]) can be prevented by
upgrading/patching the protocols used.

1) National facilities

Based on the analysis presented in this section, we define
the criteria for optimal countermeasures aimed at protecting
national facilities from threats posed by drones. These facilities
(e.g., airports, prisons, critical infrastructure) are primarily
susceptible to terrorism [12, 57, 59] and smuggling [66, 67].
Because these threats have already been demonstrated in the
past [12, 57, 59, 66] and can result in human losses, optimal
countermeasures aimed at handling such threats must be re-
silient to adaptive attacks (high effectiveness -  ) and provide
high detection rates with a minimal number of false alarms
(high performance -  ). In addition, since early detection
of such threats is necessary for immediate response, optimal
countermeasures aimed at handling such threats must also
have a wide operational range (OR4-5). Satisfying the other
criteria (negligible impact on environment, negligible changes
to infrastructure, low operation level, and low cost) are less
important, since such facilities are often very large, isolated
from urban environments, and operated by authorities.

The analysis of countermeasure methods with respect to the
criteria specified reveals three interesting observations: First,
hybrid methods (such as those that combine optics with radar
[77, 101, 105]) are optimal countermeasures for the purpose
of detection and tracking. Second, since national facilities
are considered no-flight areas (i.e., restricting drone flights
near/over them), assessment methods are not required (because
any drone that infiltrates their air space is considered hostile).
Third, lasers [127, 128] and jammers [122–125]) are optimal
countermeasures for the purpose of interdiction. The main
insight from these observations is that given that national
facilities are isolated and have the budget for purchasing the
necessary dedicated mechanisms, they can be secured against
hostile drones. Despite that, we identify the existence of asym-
metry in terms of the cost required by an attacker to implement
an attack on a national facility (the cost of purchasing an
inexpensive drone) and the cost of the technology required
to prevent such attacks (the cost of expensive technologies
such as radar and lasers).

2) Organizations/companies

The main observation from the analysis presented in this
section is that organizations are primarily susceptible to cyber-
attacks. As we mentioned earlier here, cyber-attacks can be
effectively mitigated by either reducing the attack surface or by
using traditional IT countermeasures. The main insight from
this observation is that organizations/companies are adequately

protected against cyber-attacks conducted by drones.

3) Individuals

Based on the analysis presented in this section, we define
the criteria for an optimal countermeasure aimed at protecting
individuals from threats posed by drones. Since, many areas
around the world allow drone flights in populated areas for
commercial use, individuals are mainly susceptible to spying
performed via drones (e.g., tracking the movement of a person
[52]). Spying requires the attacker to maintain a line of
sight with a target; hence, an optimal countermeasure method
aimed at handling this threat must provide at least a medium
operational range (OR3). In addition, since the countermeasure
must able to be used by individuals who are not highly
skilled and have limited financial resources, an optimal coun-
termeasure must have commercial implementation (TRL 8-
9), be reasonably priced (low cost -  ), and be able to
be operated with no special expertise (low operation level -
 ). Furthermore, because most individuals live in populated
areas, an optimal countermeasure must be safe to operate
in populated areas (negligible impact on environment -  )
and support deployment in apartments/buildings (negligible
changes to infrastructure -  /G#). In addition, an optimal coun-
termeasure must be resilient to adaptive attacks and provide a
high detection rate with a low number of false positives (high
effectiveness  , high performance  ).

The analysis of countermeasure methods with respect to the
abovementioned criteria reveals three interesting observations:
First, an optimal countermeasure method for the purpose of
detection and tracking that is intended for consumer use has
yet to be developed, pointing out a major scientific gap.
Second, an optimal countermeasure method for the purpose
of assessment that is intended for consumer use has also
yet to be developed. When considering spying as a primary
threat to individuals, determining whether a detected drone is
used for spying is extremely important. Hence, the lack of an
optimal countermeasure method points out another scientific
gap. Third, bullets and nets are optimal countermeasures for
the purpose of interdiction (if their use by individuals is
allowed). The main insight from these observations is that
individuals are not yet adequately protected against drones
used for spying (video streaming and tracking). It should
be noted that the need for dedicated methods intended for
consumer use arose only a few years ago when drones were
permitted to fly in populated areas.

4) Research directions

Additional research aimed at addressing the abovemen-
tioned scientific gaps and the asymmetry between the cost
of a drone and the cost of the technology required to protect
society from attacks performed by drones: (1) Developing in-
expensive detection and tracking methods that have high levels
of effectiveness and performance. For example, replacing a
central expensive mechanism (e.g., radar) with a distributed
network of inexpensive sensors serving as one strong detection
and tracking mechanism (e.g., a system in which laptops
that communicate with each other are deployed on different
sides of a building to detect and track a passing/approaching

1447



Wi-Fi FPV drone). (2) Developing detection, tracking, and
assessment methods intended for consumer use. For exam-
ple, developing an Internet-based remote drone identification
platform that provides information about nearby drones (e.g.,
a drone’s stated activity, pilot). The integration of eSIM in
the next generation of drones opens up new opportunities for
building such a platform without the need to develop dedicated
protocol for remote drone identification (e.g., utilizing existing
knowledge on tracking users via the cellular cells that their
smartphones are connected to). (3) Investigating methods for
recognizing illegal activity performed by a drone with a
proprietary FPV channel. For example, detecting illegal drone
activity by analyzing a drone’s flight trajectory/pattern.

Additional research is also required for detecting and track-
ing new types of drones that are currently being developed:
(1) Drones that are disguised as birds (with wings instead
of propellers) are not yet sold commercially, however such
drones represent an emerging research trend [20]. The acoustic
and visual signatures of their flight differ from the current
drone generation, so improved optical and acoustic methods
are required to detect such drones; and (2) Fully autonomous
drones that operate without any pilot control might appear in
the future and require improved/new detection methods which
are not based on utilizing the FPV channel.

IV. CONCLUDING REMARKS & DISCUSSION

In this section, we focus on the following research question:
Has the technology that is needed to protect drones and society
from one another matured enough to handle the challenges that
a large volume of flights will create? The analysis presented in
this paper reveals the following: First, the technology required
to secure drones and society from one another has not yet
been developed for the safe and responsible deployment of
drones. The abovementioned scientific gaps (for both entities)
must be addressed, and the level of security and privacy must
be optimized beyond its current level. These findings raise
concerns regarding the preparedness of each side and their
ability to safely handle the upcoming challenges of the age of
drones. Commercial drones that are currently used to transport
organs to hospitals for transplantation [1] are exposed to severe
attacks [9, 26–28, 31, 32, 37] that can be performed with
easily procured equipment. On the other hand, society is not
protected against attacks conducted using drones, especially in
areas that allow drone flights.

Second, while both entities should strive to achieve a perfect
level of security and privacy, an interesting question arises:
In theory, can both entities (drones and society) reach a
perfect level of security and privacy in parallel? The analysis
performed in this paper reveals an interesting tradeoff between
drones and society in that the security and privacy of drones
cannot be optimized without decreasing the security and
privacy of society, and vice versa. For example, deploying a
method that prevents GPS spoofing will make it more difficult
to disable a drone used to perform a terrorist attack. Similar to
cryptography (where there is a tradeoff between public safety
and preserving data confidentiality), there is a need to find a
responsible balance between the level of security and privacy
of drones and society. Examining whether this balance has

been achieved can serve as the basis of criteria for the safe
and responsible deployment of drones.
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