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Abstract—Reverse engineering is a manually intensive but necessary technique for understanding the inner workings of new malware, finding vulnerabilities in existing systems, and detecting patent infringements in released software. An assembly clone search engine facilitates the work of reverse engineers by identifying those duplicated or known parts. However, it is challenging to design a robust clone search engine, since there exist various compiler optimization options and code obfuscation techniques that make logically similar assembly functions appear to be very different.

A practical clone search engine relies on a robust vector representation of assembly code. However, the existing clone search approaches, which rely on a manual feature engineering process to form a feature vector for an assembly function, fail to consider the relationships between features and identify those unique patterns that can statistically distinguish assembly functions. To address this problem, we propose to jointly learn the lexical semantic relationships and the vector representation of assembly functions based on assembly code. We have developed an assembly code representation learning model Asm2Vec. It only needs assembly code as input and does not require any prior knowledge such as the correct mapping between assembly functions. It can find and incorporate rich semantic relationships among tokens appearing in assembly code. We conduct extensive experiments and benchmark the learning model with state-of-the-art static and dynamic clone search approaches. We show that the learned representation is more robust and significantly outperforms existing methods against changes introduced by obfuscation and optimizations.

1. Introduction

Software developments mostly do not start from scratch. Due to the prevalent and commonly uncontrolled reuse of source code in the software development process [1], [2], [3], there exist a large number of clones in the underlying assembly code as well. An effective assembly clone search engine can significantly reduce the burden of the manual analysis process involved in reverse engineering. It addresses the information needs of a reverse engineer by taking advantage of existing massive binary data.

Assembly code clone search is emerging as an Information Retrieval (IR) technique that helps address security-related problems. It has been used for differing binaries to locate the changed parts [4], identifying known library functions such as encryption [5], searching for known program-
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individual tokens or descriptive statistics.

To address this problem, we propose to incorporate lexical semantic relationship into the feature engineering process. Manually specifying all the potential relationships from prior knowledge of assembly language is time-consuming and infeasible in practice. Instead, we propose to learn these relationships directly from plain assembly code. Asm2Vec explores co-occurrence relationships among tokens and discovers rich lexical semantic relationships among tokens (see Figure 2). For example, `memcpy`, `strcpy`, `memncpy` and `mempcp` appear to be semantically similar to each other. SSE registers relate to SSE operands. Asm2Vec does not require any prior knowledge in the training process.

**P2**: The existing static approaches assume that features are equally important [14], [15], [16], [17] or require a mapping of equivalent assembly functions to learn the weights [6], [7]. The chosen weights may not embrace the important patterns and diversity that distinguishes one assembly function from another. An experienced reverse engineer does not identify a known function by equally looking through the whole content or logic, but rather pinpoints critical spots and important patterns that identify a specific function based on past experience in binary analysis. One also does not need mappings of equivalent assembly code.

To solve this problem, we find that it is possible to simulate the way in which an experienced reverse engineer works. Inspired by recent development in representation learning [19], [20], we propose to train a neural network model to read many assembly code data and let the model identify the best representation that distinguishes one function from the rest. In this paper, we make the following contributions:
- We propose a novel approach for assembly clone detection. It is the first work that employs representation learning to construct a feature vector for assembly code, as a way to mitigate problems P1 and P2 in current hand-crafted features. All previous research on assembly clone search requires a manual feature engineering process. The clone search engine is part of an open source platform.
- We develop a representation learning model, namely Asm2Vec, for assembly code syntax and control flow graph. The model learns latent lexical semantics between tokens and represents an assembly function as an internally weighted mixture of collective semantics. The learning process does not require any prior knowledge about assembly code, such as compiler optimization settings or the correct mapping between assembly functions. It only needs assembly code functions as inputs.
- We show that Asm2Vec is more resilient to code obfuscation and compiler optimizations than state-of-the-art static features and dynamic approaches. Our experiment covers different configurations of compiler and a strong obfuscator which substitutes instructions, splits basic blocks, adds bogus logics, and completely destroys the original control flow graph. We also conduct a vulnerability search case study on a publicly available vulnerability dataset, where Asm2Vec achieves zero false positives and 100% recalls. It outperforms a dynamic state-of-the-art vulnerability search method.

Asm2Vec as a static approach cannot completely defeat code obfuscation. However, it is more resilient to code obfuscation than state-of-the-art static features. This paper is organized as follows: Section 2 formally defines the search problem. Section 3 systematically integrates representation learning into a clone search process. Section 4 describes the model. Section 5 presents our experiment. Section 6 discusses the literature. Section 7 discusses the limitations and concludes the paper.
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Figure 2: T-SNE clustering visualization of tokens appearing in assembly code. There are three categories of tokens: operation, operand, and libc function call. Each token is represented as a 200-dimensional numeric vector. They are learned by Asm2Vec on plain assembly code without any prior knowledge of the assembly language. The training assembly code does not contain the libc callee functions’ content. For visualization, T-SNE reduces the vectors to two dimensions by nearest neighbor approximation. A smaller geometric distance indicates a higher lexical semantic similarity.

2. Problem Definition

In the assembly clone search literature, there are four types of clones [15], [16], [17]: Type I: literally identical; Type II: syntactically equivalent; Type III: slightly modified; and Type IV: semantically similar. We focus on Type IV clones, where assembly functions may appear syntactically different, but share similar functional logic in their source code. For example, the same source code with and without obfuscation, or a patched source code between different releases. We use the following notions: function denotes an assembly function; source function represents the original function written in source code, such as C++; repository function stands for the assembly function that is indexed inside the repository; and target function denotes the assembly function query. Given an assembly function, our goal is to search for its semantic clones from the repository RP. We formally define the search problem as follows:

Definition 1. (Assembly function clone search) Given a target function \( f_t \), the search problem is to retrieve the top-\( k \) repository functions \( f_i \in \text{RP} \), ranked by their semantic similarity, so they can be considered as Type IV clones.

3. Overall Workflow

Figure 3 shows the overall workflow. There are four steps: Step 1: Given a repository of assembly functions, we first build a neural network model for these functions. We only need their assembly code as training data without any prior knowledge. Step 2: After the training phase, the model produces a vector representation for each repository function. Step 3: Given a target function \( f_t \) that was not trained with this model, we use the model to estimate its vector representation. Step 4: We compare the vector of \( f_t \) against the other vectors in the repository by using cosine similarity to retrieve the top-\( k \) ranked candidates as results.

The training process is a one-time effort and is efficient to learn representation for queries. If a new assembly function is added to the repository, we follow the same procedure in Step 3 to estimate its vector representation. The model can be retrained periodically to guarantee the vectors’ quality.

4. Assembly Code Representation Learning

In this section, we propose a representation learning model for assembly code. Specifically, our design is based on the PV-DM model [20]. PV-DM model learns document representation based on the tokens in the document. How-
ever, a document is sequentially laid out, which is different than assembly code, as the latter can be represented as a graph and has a specific syntax. First, we describe the original PV-DM neural network, which learns a vectorized representation of text paragraph. Then, we formulate our Asm2Vec model and describe how it is trained on instruction sequences for a given function. After, we elaborate how to model a control flow graph as multiple sequences.

4.1. Preliminaries

The PV-DM model is designed for text data. It is an extension of the original word2vec model. It can jointly learn vector representations for each word and each paragraph. Figure 4 shows its architecture.

Given a text paragraph which contains multiple sentences, PV-DM applies a sliding window over each sentence. The sliding window starts from the beginning of the sentence and moves forward a single word at each step. For example, in Figure 4, the sliding window has a size of 5. In the first step, the sliding window contains the five words ‘the’, ‘cat’, ‘sat’, ‘on’ and ‘a’. The word ‘sat’ in the middle is treated as the target and the surrounding words are treated as the context. In the second step, the window moves forward a single word and contains ‘cat’, ‘sat’, ‘on’, ‘a’ and ‘mat’, where the word ‘on’ is the target.

At each step, the PV-DM model performs a multi-class prediction task (see Figure 4). It maps the current paragraph into a vector based on the paragraph ID and maps each word in the context into a vector based on the word ID. The model averages these vectors and predicts the target word from the vocabulary through a softmax classification. The back-propagated classification error will be used to update the model. Given a text paragraph which contains multiple sentences, PV-DM maximizes the log probability:

\[ \sum_{p} \sum_{s} \sum_{t=k}^{s-1} \log P(w_t | p, w_{t-k}, \ldots, w_{t+k}) \]  

The sliding window size is \(2k+1\). The paragraph vector captures the information that is missing from the context to predict the target. It is interpreted as topics [20]. PV-DM is designed for text data that is sequentially laid out. However, assembly code carries richer syntax than plaintext. It contains operations, operands, and control flow that are structurally different than plaintext. These differences require a different model architecture design that cannot be addressed by PV-DM. Next, we present a representation learning model that integrates the syntax of assembly code.

4.2. The Asm2Vec Model

An assembly function can be represented as a control flow graph (CFG). We propose to model the control flow graph as multiple sequences. Each sequence corresponds to a potential execution trace that contains linearly laid-out assembly instructions. Given a binary file, we use the IDA Pro disassembler to extract a list of assembly functions, their basic blocks, and control flow graphs.

This section corresponds to Step 1 and 2 in Figure 3. In these steps, we train a representation model and produce a numeric vector for each repository function \(f_s \in \text{RP}\). Figure 5 shows the neural network structure of the model. It is different than the original PV-DM model.

First, we map each repository function \(f_s\) to a vector \(\tilde{\theta}_f_s \in \mathbb{R}^{2 \times d}\). \(\tilde{\theta}_f_s\) is the vector representation of function \(f_s\) to be learned in training. \(d\) is a user chosen parameter. Similarly, we collect all the unique tokens in the repository \(\text{RP}\). We treat operands and operations in assembly code as tokens. We map each token \(t\) into a numeric vector \(\vec{v}_t \in \mathbb{R}^d\) and another numeric vector \(\vec{v}_t^2 \in \mathbb{R}^{2 \times d}\). \(\vec{v}_t\) is the vector representations of token \(t\). After training, it represents a token’s lexical semantics. \(\vec{v}_t\) vectors are used in Figure 2 to visualize the relationship among tokens. \(\vec{v}_t^2\) is used for token prediction. All \(\tilde{\theta}_f_s\) and \(\vec{v}_t\) are initialized to small random value around zero. All \(\vec{v}_t^2\) are initialized to zeros. We use \(2 \times d\) for \(f_s\) since we concatenate the vectors for operation and operands to represent an instruction.

We treat each repository function \(f_s \in \text{RP}\) as multiple sequences \(S(f_s) = \text{seq}[1 : i]\), where \(\text{seq}_i\) is one of them. We assume that the order of sequences is randomized. A sequence is represented as a list of instructions \(T(\text{seq}_i) = i[n_1 : j]\), where \(i[n_j]\) is one of them. An instruction \(i[n_j]\) contains a list of operands \(A(i[n_j])\) and one operation \(P(i[n_j])\) which is denoted as its list of tokens \(T(i[n_j]) = P(i[n_j]) || A(i[n_j])\), where \(||\) denotes concatenation. Constants tokens are normalized into their hexadecimal form.

For each sequence \(\text{seq}_i\) in function \(f_s\), the neural network walks through the instructions from its beginning. We collect the current instruction \(i[n_j]\), its previous instruction \(i[n_{j-1}]\), and its next instruction \(i[n_{j+1}]\). We ignore the instructions that are out-of-boundary. The proposed model tries to
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maximize the following log probability across the repository RP:

$$\sum_{f_s} \sum_{\text{seq}_i} \sum_{\text{in}_j} \sum_{t_c} \log P(t_c|f_s, \text{in}_j-1, \text{in}_j+1)$$  \hspace{1cm} (2)

It maximizes the log probability of seeing a token $t_c$ at the current instruction, given the current assembly function $f_s$ and neighbor instructions. The intuition is to use the current function’s vector and the context provided by the neighbor instructions to predict the current instruction. The vectors provided by neighbor instructions capture the lexical semantic relationship. The function’s vector remembers what cannot be predicted given the context. It models the instructions that distinguish the current function from the others.

For a given function $f_s$, we first look-up its vector representation $\tilde{\theta}_f$ through the previously built dictionary. To model a neighbor instruction $\text{in}$ as $CT(\text{in}) \in \mathbb{R}^{2 \times d}$, we average the vector representations of its operands ($\in \mathbb{R}^d$) and concatenate the averaged vector ($\in \mathbb{R}^d$) with the vector representation of the operation. It can be formulated as:

$$CT(\text{in}) = \overline{\text{seq}}_{\text{in}}||\frac{1}{|A(\text{in})|} \sum_t A(\text{in})_t \overline{\text{vec}}_t$$  \hspace{1cm} (3)

Recall that $\mathcal{P}(\cdot)$ denotes an operation and it is a single token. By averaging $f_s$ with $CT(\text{in}_j-1)$ and $CT(\text{in}_j+1)$, $\delta(\text{in}_j, f_s)$ models the joint memory of neighbor instructions:

$$\delta(\text{in}_j, f_s) = \frac{1}{3} (\tilde{\theta}_f + CT(\text{in}_j-1) + CT(\text{in}_j+1))$$  \hspace{1cm} (4)

**Example 1.** Consider a simple assembly code function $f_s$ and one of its sequence in Figure 5. Take the third instruction where $j = 3$ for example. $\mathcal{T}(\text{in}_3) = \{\text{push}, \ 'rbx'\}$. $A(\text{in}_3-1) = \{\text{rop}', \ 'rsp'\}$. $\mathcal{P}(\text{in}_3-1) = \{\text{mov}\}$. We collect their respective vectors $\overline{\text{vec}}_{\text{rop}}, \overline{\text{vec}}_{\text{rsp}}, \overline{\text{vec}}_{\text{mov}}$ and calculate $CT(\text{in}_3-1) = \overline{\text{vec}}_{\text{mov}}||(|\overline{\text{vec}}_{\text{rop}} + \overline{\text{vec}}_{\text{rsp}}|)/2$. Following the same procedure, we calculate $CT(\text{in}_3+1)$. With Equation 4 and $\tilde{\theta}_f$, we have $\delta(\text{in}_3, f_s)$.

Given $\delta(\text{in}_j, f_s)$, the probability term in Equation 2 can be rewritten as follows:

$$P(t_c|f_s, \text{in}_j-1, \text{in}_j+1) = P(t_c|\delta(\text{in}_j, f_s))$$  \hspace{1cm} (5)

Recall that we map each token into two vectors $\overline{\text{vec}}$ and $\overline{\text{vec}}'$. For each target token $t_c \in \mathcal{T}(\text{in}_j)$, which belongs to the current instruction, we look-up its output vector $\overline{\text{vec}}_{t_c}$. The probability in Equation 5 can be modeled as a softmax multi-class regression problem:

$$P(t_c|\delta(\text{in}_j, f_s)) = \frac{\exp(\overline{\text{vec}}_{t_c}^T \delta(\text{in}_j, f_s))}{\sum_{d} \exp(\overline{\text{vec}}_{d}^T \delta(\text{in}_j, f_s))}$$  \hspace{1cm} (6)

$D$ denotes the whole vocabulary constructed upon the repository RP. $\mathcal{U}_h(\cdot)$ denotes a sigmoid function applied to each value of a vector. The total number of parameters to be estimated is $(|D| + 1) \times 2 \times d$ for each pass of the softmax layout. The term $|D|$ is too large for the softmax classification. Following [20], [21], we use the k negative sampling approach to approximate the log probability as:

$$\log P(t_c|\delta(\text{in}_j, f_s)) \approx \log f(\overline{\text{vec}}_{t_c}^T \delta(\text{in}_j, f_s)) + \sum_{i=1}^{k} \mathbb{E}_{t_d \sim \mathcal{P}_n(t_c)}(\mathbb{I}_{t_d \neq t_c} \log f(-1 \times \overline{\text{vec}}_{t_d}, \delta(\text{in}_j, f_s)))$$  \hspace{1cm} (6)

$[\cdot]$ is an identity function. If the expression inside this function is evaluated to be true, it then outputs 1; otherwise 0. For example, $[1+2=3]=1$ and $[1+1=3]=0$. The negative sampling algorithm distinguishes the correct guess $t_c$ with $k$ randomly selected negative samples $\{t_d|t_d \neq t_c\}$.
using $k+1$ logistic regressions. $E_{t_d \sim P_n(t_c)}$ is a sampling function that samples a token $t_d$ from the vocabulary $D$ according to the noise distribution $P_n(t_c)$ constructed from $D$. By taking derivatives, respectively on $\vec{v}_t$ and $\vec{\theta}_f$, we can calculate the gradients as follows.

$$\frac{\partial}{\partial \vec{v}_t} J(\theta) = \frac{1}{3} \sum_i \mathbb{E}_{t_b \sim P_n(t_c)} \left( [t_b = t_c] - f(\vec{v}_t, \delta(in_j, f_s)) \right) \times \vec{v}_t$$

$$\frac{\partial}{\partial \vec{\theta}_f} J(\theta) = \left[ t = t_c \right] - f(\vec{v}_t, \delta(in_j, f_s)) \times \delta(in_j, f_s)$$

(7)

By taking derivatives, respectively on $\vec{v}_{P(in_j+1)}$ and $\{\vec{v}_t | t_b \in A(in_j+1)\}$, we can calculate their gradients as follows. It will be the same equation for the previous instruction $in_{j-1}$, by replacing $in_{j+1}$ with $in_{j-1}$.

$$\frac{\partial}{\partial \vec{v}_{P(in_j+1)}} J(\theta) = (\frac{\partial}{\partial \vec{\theta}_f} J(\theta))[0 : d-1]$$

$$\frac{\partial}{\partial \vec{\theta}_f} J(\theta) = \frac{1}{|A(in_j+1)|} \times (\frac{\partial}{\partial \vec{\theta}_f} J(\theta))[d : 2d-1]$$

(8)

After, we use back propagation to update the values of the involved vectors. Specifically, we update $\vec{\theta}_f$, all the involved $\vec{v}_t$ and involved $\vec{v}_t'$ according to their gradients, with a learning rate.

**Example 2.** Continue from Example 1, where the target token $t_c$ is 'push'. Next, we calculate $P(\vec{v}_t \mid \delta(in_j, f_s))$ using negative sampling (Equation A). After, we calculate the gradients using Equation 7 and 8. We update all the involved vectors in these two examples, according to their respective gradient, with a learning rate. ■

### 4.3. Modeling Assembly Functions

In this section, we model an assembly function into multiple sequences. Formally, we treat each repository function $f_s \in RP$ as multiple sequences $S(f_s) = seq[1 : i]$. The original linear layout of control flow graph covers some invalid execution paths. We cannot directly use it as a training sequence. Instead, we model the control flow graph as edge coverage sequences and random walks.

**4.3.1. Selective Callee Expansion.** Function inlining is a compiler optimization technique that replaces a function call instruction with the body of the called function. It extends the original assembly function and improves its performance by removing call overheads. It significantly modifies the control flow graph and is a major challenge in assembly clone search [12], [13].

*BinGo* [12] proposes to selectively inline callee functions into the caller function in the dynamic analysis process. We adopt this technique for static analysis. Function call instructions are selectively expanded with the body of the callee function. *BinGo* inlines all the standard library calls for the purpose of semantic correctness. We do not inline any library calls, since the lexical semantic among library call tokens have been well captured by the model (see the visualization in Figure 2). *BinGo* recursively inlines callee, but we only expand the first-order callees in the call graph. Expanding callee functions recursively will include too many callees’ body into the caller, which makes the caller function statically more similar to the callee.

The decoupling metric used by *BinGo* captures the ratio of in-degree and out-degree of each callee function $f_c$:

$$\alpha(f_c) = \frac{\text{outdegree}(f_c)}{(\text{outdegree}(f_c) + \text{indegree}(f_c))}$$

(9)

We adopt the same equation, as well as the same threshold value 0.01, to select a callee for expansion. Additionally, we find that if the callee function is longer than or has a comparable length to the caller, the callee will occupy a too large portion of the caller. The expanded function appears similar to the callee. Thus, we add an additional metric to filter out lengthy callees:

$$\delta(f_s, f_c) = \frac{\text{length}(f_s)}{\text{length}(f_c)}$$

(10)

We expand a callee if $\delta$ is less than 0.6 or $f_s$ is shorter than 10 lines of instructions. The second condition is to accommodate wrapper functions.

**4.3.2. Edge Coverage.** To generate multiple sequences for an assembly function, we randomly sample all the edges from the callee-expanded control flow graph, until all the edges in the original graph are covered. For each sampled edge, we concatenate their assembly code to form a new sequence. This way, we ensure that the control flow graph is fully covered. The model can still produce similar sequences, even if the basic blocks in the control flow graph are split or merged.

**4.3.3. Random Walk.** CACompare [13] uses a random input sequence to analyze the I/O behavior of an assembly function. A random input simulates a random walk on the valid execution flow. Inspired by this method, we extend the assembly sequences for an assembly function by adding multiple random walks on the expanded control flow graph. This way, the generated sequence is much longer than the edge sampling.

**Domino** is a widely used concept in control flow analysis and compiler optimizations. A basic block dominates another if one has to pass this block in order to reach the other. Multiple random walks will put a higher probability to cover basic block that dominate others. These popular blocks can be the indicator of loop structures or cover important branching conditions. Using random walks can be considered as a natural way to prioritize basic blocks that dominate others.

### 4.4. Training, Estimating and Searching

The training procedure corresponds to Algorithm 1. For each function in the repository, it generates sequences by
Algorithm 1 Training the Asm2Vec model for one epoch

1: function TRAIN(Repository $RP$)
2: shuffle(RP)
3: for each $f_s \in$ RP do
4:     for each $seq_i \in S(f_s)$ do
5:         for $j = 1 \to |\{seq_i\} - 1|$ do
6:             $\triangleright$ Going through each instruction.
7:             lookup $f_s$'s representation $\theta_{f_s}$
8:             calculate $CT(in_{j-1})$ by Equ. 3
9:             calculate $CT(in_{j+1})$ by Equ. 3
10:            calculate $\delta(in_{j-1}, f_s)$ by Equ. 4
11:            for each $tkn \in in_{j-1}$ do
12:                $\triangleright$ Going through each token
13:                targets $\leftarrow \exists_{\mathcal{R}_k \rightarrow P_{tkn}(tkn)} \cup \{tkn\}$
14:                $\triangleright$ Sample tokens from $P_{tkn}(tkn)$
15:                calculate and cumulate gradient for $\theta_{f_s}$ (Eq. 7)
16:                calculate gradient for $v_t$ (Eq. 7)
17:                update $v_t$
18:            update vectors for tokens of $in_{j-1}$
19:            update vectors for tokens of $in_{j+1}$
20: end for
21: function $S$(Function $f_s$)
22: graph $\leftarrow$ CFG($f_s$)
23: graph $\leftarrow$ ExpandSelectiveCallee(graph)
24: sequences $\leftarrow \{\}$
25: for each $edg \in$ SampleEdge(graph) do
26:     seq $\leftarrow$ source(edg) || target(edg)
27:     $\triangleright$ Concatenate the source and the target blocks
28:     sequences $\leftarrow$ sequences $\cup$ \{seq\}
29: for $i = \text{numRandomWalk}$ do
30:     seq $\leftarrow$ RandomWalk(graph)
31:     sequences $\leftarrow$ sequences $\cup$ \{seq\}
32: return sequences

edging sampling and random walks. For each sequence, it goes through each instruction and applies the Asm2Vec to update the vectors (Line 10 to 19). As shown in Algorithm 1, the training procedure does not require a ground-truth mapping between equivalent assembly functions.

The estimation step corresponds to Step 3 in Figure 3. For an unseen assembly function $f_t$ as query $f_t \notin RP$ that does not belong to the set of training assembly functions, we first associate it with a vector $\theta_{f_t} \in \mathbb{R}^{2 \times d}$, which is initialized to a sequence of small values close to zero. Then, we follow the same procedure in the training process, where the neural network goes through each sequence of $f_t$ and each instruction of the sequence. In every prediction step, we fix all $\vec{v}_t$ and $\vec{v}'_t$ in the trained model and only propagate errors to $\theta_{f_t}$. At the end, we have $\theta_{f_t}$ while the vectors for all $f_s \in$ RP and $\{\vec{v}_{t_1}, \vec{v}'_{t_1} | t \in D\}$ remain the same. To search for a match, vectors are flattened and compared using cosine similarity.

Scalability is critical for binary clone search, as there may be millions of assembly functions inside a repository. It is practical to train Asm2Vec on a large-scale of assembly code. A similar model on text has been shown to be scalable to billions of text samples for training [21]. In this study, we only use pair-wise similarity for nearest neighbor searching. Pair-wise searching among low-dimensional fix-length vectors can be fast. In our experiment in Section 5.3, there are 139,936 functions. The average training time for each function is 49 milliseconds. The average query response time is less than 300 milliseconds.

Algorithm 2 Estimating a vector representation for a query

1: function ESTIMATE(Query Function $f_t$)
2: initialize $f_t$'s representation $\theta_{f_t}$
3: for each $seq_i \in S(f_t)$ do
4:      for $j = 1 \to |\{seq_i\} - 1|$ do
5:          calculate $CT(in_{j-1})$ by Equ. 3
6:          calculate $CT(in_{j+1})$ by Equ. 3
7:          calculate $\delta(in_{j-1}, f_t)$ by Equ. 4
8:          for each $tkn \in in_{j-1}$ do
9:              $\triangleright$ targets $\leftarrow \exists_{\mathcal{R}_k \rightarrow P_{tkn}(tkn)} \cup \{tkn\}$
10:             calculate gradient for $\theta_{f_t}$ (Eq. 7)
11:             update $\theta_{f_t}$

5. Experiments

We compare Asm2Vec with existing available state-of-the-art dynamic and static assembly clone search approaches. All the experiments are conducted with an Intel Xeon 6 core 3.60GHz CPU with 32G memory. To simulate a similar environment in related studies, we limit the JVM to only 8 threads. There are four experiments. First, we benchmark the baselines against different compiler optimizations with GCC. Second, we evaluate clone search quality against different heavy code obfuscations with CLANG and O- LLVM. Third, we use all the binaries of the previous two. In the last one, we apply Asm2Vec on a publicly available vulnerability search dataset. All binary files are stripped before clone search. In all of the experiments, we choose $d = 200$, 25 negative samples, 10 random walks, and a decaying learning rate 0.025 for Asm2Vec. 200 corresponds to the suggested dimensionality ($2d$) used in [20].

5.1. Searching with Different Compiler Optimization Levels

In this experiment, we benchmark the clone search performance against different optimization levels with the GCC compiler version 5.4.0. We evaluate Asm2Vec based on 10 widely used utility and numeric calculation libraries in Table 1. They are chosen according to an internal statistic of the prevalence of FOSS libraries. We first compile a selected library using the GCC compiler with four different compiler optimization settings, which results in four different binaries. Then, we test every combination of two of them, which corresponds to two different optimization levels. Given two binaries from the same library but with different optimization levels, we link their assembly functions using the compiler-output debug symbols and generate a clone mapping between functions. This mapping is used as the ground-truth data for evaluation only. We search the first against the second in RP and after, we search for the second against the first in RP. Only the binary in the repository is used for training. We take the average of the two.

A higher optimization level contains all optimization approaches. All the experiments are conducted with an Intel Xeon 6 core 3.60GHz CPU with 32G memory. To simulate a similar environment in related studies, we limit the JVM to only 8 threads. There are four experiments. First, we benchmark the baselines against different compiler optimizations with GCC. Second, we evaluate clone search quality against different heavy code obfuscations with CLANG and O- LLVM. Third, we use all the binaries of the previous two. In the last one, we apply Asm2Vec on a publicly available vulnerability search dataset. All binary files are stripped before clone search. In all of the experiments, we choose $d = 200$, 25 negative samples, 10 random walks, and a decaying learning rate 0.025 for Asm2Vec. 200 corresponds to the suggested dimensionality ($2d$) used in [20].

5.1. Searching with Different Compiler Optimization Levels

In this experiment, we benchmark the clone search performance against different optimization levels with the GCC compiler version 5.4.0. We evaluate Asm2Vec based on 10 widely used utility and numeric calculation libraries in Table 1. They are chosen according to an internal statistic of the prevalence of FOSS libraries. We first compile a selected library using the GCC compiler with four different compiler optimization settings, which results in four different binaries. Then, we test every combination of two of them, which corresponds to two different optimization levels. Given two binaries from the same library but with different optimization levels, we link their assembly functions using the compiler-output debug symbols and generate a clone mapping between functions. This mapping is used as the ground-truth data for evaluation only. We search the first against the second in RP and after, we search for the second against the first in RP. Only the binary in the repository is used for training. We take the average of the two.

A higher optimization level contains all optimization strategies from the lower level. The comparison between O2 and O3 is the easiest one (Figure 6). On average, 20%
Figure 6: The difference between the O0/O2 optimized and the O3 optimized function. a) Relative string editing distance. 0.264 indicates that around 26.4% percent of bytes are different between two options for the same source code function. b) Relative absolute difference in the count of vertices and edges. 0.404% indicates that one function has 40.4% more vertices and edges than the other.

### Table 1: Clone search between different compiler optimization options using the Precision at Position 1 (Precision@1) metric. It captures the ratio of assembly functions that are correctly matched at position 1. In this case, it equals Recall at Position 1. Asm2Vec is our proposed method. †denotes cited performance. ○ and ● respectively indicate $p > 0.05$ and $p \leq 0.01$ for Wilcoxon signed-rank test between Asm2Vec and each baseline.

<table>
<thead>
<tr>
<th>Baselines</th>
<th>BusyBox</th>
<th>CoreUtils</th>
<th>Libgmp</th>
<th>ImageMagick</th>
<th>Libcurl</th>
<th>LibTomCrypt</th>
<th>OpenSSL</th>
<th>SQLite</th>
<th>zlib</th>
<th>PuTTYgen</th>
<th>Avg</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>BinLet†</td>
<td>○</td>
<td>.940</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>.890</td>
<td>○</td>
</tr>
<tr>
<td>Composite</td>
<td>.789</td>
<td>.643</td>
<td>.910</td>
<td>.787</td>
<td>.842</td>
<td>.646</td>
<td>.783</td>
<td>.777</td>
<td>.813</td>
<td>.893</td>
<td>.783</td>
<td>○</td>
</tr>
<tr>
<td>Graphlet</td>
<td>.309</td>
<td>.268</td>
<td>.355</td>
<td>.262</td>
<td>.341</td>
<td>.297</td>
<td>.212</td>
<td>.313</td>
<td>.406</td>
<td>.158</td>
<td>.289</td>
<td>●</td>
</tr>
<tr>
<td>Graphlet-C</td>
<td>.662</td>
<td>.581</td>
<td>.680</td>
<td>.678</td>
<td>.689</td>
<td>.559</td>
<td>.586</td>
<td>.687</td>
<td>.730</td>
<td>.795</td>
<td>.665</td>
<td>●</td>
</tr>
<tr>
<td>Graphlet-E</td>
<td>.278</td>
<td>.235</td>
<td>.462</td>
<td>.270</td>
<td>.271</td>
<td>.219</td>
<td>.199</td>
<td>.280</td>
<td>.399</td>
<td>.355</td>
<td>.286</td>
<td>●</td>
</tr>
<tr>
<td>MmixGram</td>
<td>.911</td>
<td>.506</td>
<td>.496</td>
<td>.848</td>
<td>.452</td>
<td>.306</td>
<td>.709</td>
<td>.804</td>
<td>.885</td>
<td>.865</td>
<td>.798</td>
<td>●</td>
</tr>
<tr>
<td>MixedGraph</td>
<td>.454</td>
<td>.413</td>
<td>.436</td>
<td>.427</td>
<td>.486</td>
<td>.379</td>
<td>.350</td>
<td>.458</td>
<td>.564</td>
<td>.533</td>
<td>.449</td>
<td>●</td>
</tr>
<tr>
<td>n-gram</td>
<td>.774</td>
<td>.644</td>
<td>.874</td>
<td>.739</td>
<td>.814</td>
<td>.593</td>
<td>.748</td>
<td>.760</td>
<td>.812</td>
<td>.791</td>
<td>.754</td>
<td>●</td>
</tr>
<tr>
<td>n-gram</td>
<td>.803</td>
<td>.654</td>
<td>.912</td>
<td>.788</td>
<td>.848</td>
<td>.646</td>
<td>.785</td>
<td>.799</td>
<td>.850</td>
<td>.855</td>
<td>.793</td>
<td>●</td>
</tr>
<tr>
<td>FuncSimSearch</td>
<td>.577</td>
<td>.507</td>
<td>.898</td>
<td>.834</td>
<td>.785</td>
<td>.919</td>
<td>.788</td>
<td>.813</td>
<td>.825</td>
<td>.909</td>
<td>.516</td>
<td>●</td>
</tr>
<tr>
<td>PV(DM/DBOW)</td>
<td>.895</td>
<td>.899</td>
<td>.959</td>
<td>.952</td>
<td>.921</td>
<td>.945</td>
<td>.919</td>
<td>.898</td>
<td>.873</td>
<td>.825</td>
<td>.909</td>
<td>○</td>
</tr>
<tr>
<td>Asm2Vec*</td>
<td>.954</td>
<td>.929</td>
<td>.973</td>
<td>.971</td>
<td>.951</td>
<td>.991</td>
<td>.931</td>
<td>.926</td>
<td>.885</td>
<td>.891</td>
<td>.940</td>
<td>○</td>
</tr>
</tbody>
</table>

The results for these two cases to demonstrate the best and worse situations. Due to the large number of cases, we only list the results for these two cases to demonstrate the best and worse situations. The results of other cases lie between these two and follow the same ranking.
nine feature representations proposed in [8]: mnemonic n-grams (denoted as n-gram), mnemonic n-perms (denoted as n-perm), Graphlets (denoted as Graphlet), Extended Graphlets (denoted as Graphlet-E), Colored Graphlets (denoted as Graphlet-C), Mixed Graphlets (denoted as MixGraph), Mixed n-grams/perms (denoted as MixGram), Constants, and the Composite of n-grams/perms and Graphlets (denoted as Composite). The idea of using Graphlet originated from [23]. These baseline methods cover a wide range of popular features from token to graph substructure. These baselines are configured according to the reported best settings in the paper. We also include the original PV-DM model and PV-DBOW model as a baseline where each assembly function is treated as a document. We pick the best results and denote it as PV-(DM/DBOW). We only tune the configurations for PV-(DM/DBOW) as well as Asm2Vec on the \\texttt{zlib} dataset. FuncSimSearch is an open source assembly clone static search toolkit recently released by Google. It has a default training dataset that contains a ground-truth mapping of equivalent assembly functions. The state-of-the-art dynamic approach BinGo [12] and CACompare [13] are unavailable for evaluation. However, we conduct the experiment in the same way using the same metric. Their reported results are included in Table 1. We also include the Wilcoxon signed-rank test across different binaries to see if the difference in performance is statistically significant.

As shown in Table 1, Asm2Vec significantly outperforms static features in both the best and worst situation. It also outperforms BinGo, a recent semantic clone search approach that involves dynamic features. It shows that Asm2Vec is robust against heavy syntax modifications and intensive inlining introduced by the compiler. Even in the worse case, the learned representation can still correctly match more than 75% of assembly functions at position 1. It even achieves competitive performance against the state-of-the-art dynamic approach CACompare for semantic clone. The difference is not statistically different, due to the small sample size. Asm2Vec performs stably across different libraries and is able to find clones with high precision. On average, it achieves more than 93% precision in detecting clones among compiler optimization options O1, O2, and O3. As the difference between two optimization levels increases, the performance of the Asm2Vec decreases. Nevertheless, it is much less sensitive than the other static features, which demonstrates its robustness.

Discovre and Genius are two recent static approaches that use descriptive statistics and graph matching. Both of them are not available for evaluation. CACompare has been shown to outperform Discovre [7], Genius [6] and Blanket [10]. Our approach achieves comparable performance to CACompare, which indirectly compares Asm2Vec’s performance to Discovre and Genius.

In the best situation where we compare between optimization level O2 and O3, the baseline static features’ performance is inline with the result reported in the original paper, which shows the correctness of our implementation.

In the worse case, we notice that the Constant model outperforms the other static features based on assembly instructions and graph structures. The reason is that constant tokens do not suffer from changes in assembly instructions and subgraph structures. We also notice that BinGo, in the worse case, outperforms static features. However, in the best case, its performance is not as good as static features, such as Graphlet-C and n-grams, because the noise at the symbolic logic level is higher than at the assembly code level. Logical expressions promote recall and can find clones when the syntax is very different. However, assembly instructions can provide more precise information for matching.

The largest binary, OpenSSL, has more than 5,000 functions. Asm2Vec takes on average 153 ms to train an assembly function and 20 ms to process a query. For OpenSSL, CACompare takes on average 12 seconds to fulfill a query.

5.2. Searching with Code Obfuscation

Obfuscator-LLVM (O-LLVM) [24] is built upon the LLVM framework and the CLANG compiler toolchain. It operates at the intermediate language level and modifies a program’s logics before the binary file is generated. It increases the complexity of the binary code. O-LLVM uses three different techniques and their combination: Bogus Control Flow Graph (BCF), Control Flow Flattening (FLA), and Instruction Substitution (SUB). Figure 7 shows the statistics on differences.

- BCF modifies the control flow graph by adding a large number of irrelevant random basic blocks and branches. It will also split, merge, and reorder the original basic blocks. BCF breaks CFG and basic block integrity (on average 149% vertices/edges are added).
- FLA reorganizes the original CFG using complex hierarchy of new conditions as switches (see an example in Figure 1). The original instructions are heavily modified to accommodate the new entering conditions and variables. The linear layout has been completely modified (on average 376% vertices and edges are added). Graph-based features are oblivious to this technique. It is also unscaleable for a dynamic approach to fully cover the CFG.
- SUB substitutes fragments of assembly code to its equivalent form by going one pass over the function logic using predefined rules. This technique modifies the contents of basic blocks and adds new constants. For example, additions are transformed to \( a = b - (c) \). Subtractions are transformed to \( r = \text{rand}(); a = b - r; a = a - c; a = a + r \). And operations are transformed to \( a = (b \& \sim c) \& b \). SUB does not change much of the graph structure (91% of functions keep the same number of vertex and edge).
- BCF+FLA+SUB uses all the obfuscation options above. O-LLVM heavily modifies the original assembly code. It breaks the CFG and the basic blocks integrity. By design, most of the static features are oblivious to the obfuscation. By using the CLANG compiler with O-LLVM, we successfully compile four libraries used in the last experiment and evaluate Asm2Vec using them. There were compilation errors when compiling the other binaries with the CLANG+O-
The difference between the original function and the obfuscated function. a) Relative string editing distance. 0.122 indicates that around 12.2% percent of bytes are modified. b) Relative absolute difference in the count of vertices and edge. 1.49% indicates the obfuscated function has 149% more vertices and edges in CFG.

**Figure 7: The difference between the original function and the obfuscated function.**

**TABLE 2: Clone search between the original and obfuscated binary using the Precision at Position 1 (Precision@1) metric.**

It captures the ratio of functions that are correctly matched at position 1, which is equal to Recall at Position 1 (Recall@1) in this case. The difference between Asm2Vec and each baseline is significant ($p < 0.01$ in a Wilcoxon signed-rank test).

**LLVM** toolchain. According to Figure 7, there is a significant difference between the original and the ones obfuscated with BCF and FLA. BCF doubles the number of vertices and edges. FLA almost doubles the latter. With SUB, the number of assembly instructions significantly increases. We use the same set of baselines and configurations from the previous experiment except for BinGo and CACompare, since they are unavailable for evaluation and the original papers do not include such an experiment.

We first compile a selected library without any obfuscation techniques applied. After, we compile the library again with a chosen obfuscation technique to have an original and an obfuscated binary. We link their assembly functions by using debug symbols and generate a one-to-one clone mapping between assembly functions. This mapping is used for evaluation purposes only. After stripping binaries, we search the original against the obfuscated. Then, we search for the obfuscated against the original. We report the average. We use the Precision@1 as our evaluation measure. In this case, Precision@1 equals Recall@1, since we treat 'no-answer' for a query as a zero precision.

Table 2 shows the results for O-LLVM. We find that instructions substitution can significantly reduce the performance of $n$-gram. SUB breaks the sequence by adding instructions in between. $n$-perm performs better than $n$-gram, since it ignores the order of tokens. Graph-based features can still recover more than 60% of clones, since the graph structure is not heavily modified. Asm2Vec can achieve more than 96% precision against assembly instruction substitution. Instructions are replaced with their equivalent form, which in fact still shares similar lexical semantic to the original. This information is well captured by Asm2Vec.

After applying BCF obfuscation, Asm2Vec can still achieve more than 88% precision, where the control flow graph already looks very different from the original. It shows that Asm2Vec is resilient to the inserted junk code and faked basic blocks. The FLA obfuscation destroys all the subgraph structures. This is also reflected from the degraded Precision@1.
performance of graph sub-structure features. Most of them have a precision value around zero. Even in such situations, Asm2Vec can still correctly match 84% of assembly function clones. It shows that Asm2Vec is resilient to sub-structure changes and linear layout changes. After applying all the obfuscation techniques, Asm2Vec can still recover around 81% of assembly functions.

Asm2Vec can correctly pinpoint and identify critical patterns from noise. Inserted junk basic blocks or noise instructions follow the general syntax of random assembly code, which can be easily predicted by neighbor instructions. The function representation in Asm2Vec captures the missing information that cannot be provided by neighbor instructions. It also weights this information to best distinguish one function from another.

5.3. Searching against All Binaries

In this experiment, we use all the binaries in the previous two experiments. We evaluate whether Asm2Vec can distinguish different assembly functions when the candidate set is large. We also evaluate its performance with varying retrieval thresholds to inspect whether true positives are ranked at the top. Specifically, there are in total 60 binaries, which are a mixture of libraries compiled for different compiler options (O0-O3), different compilers (GCC and CLANG), and different O-LLVM obfuscation configurations. Following the experiment in Genius [6] and Discovre [7], we consider assembly functions that have at least 5 basic blocks. However, we do not use sampling. We use all of them. In total, there are 139,936 assembly functions. For each of them, we search against the rest to find clones. We sort the returned results and evaluate each of them in sequence. We use the same set of baselines and configuration from the last experiment except for FuncSimSearch, since it throws segmentation fault when indexing all the binaries.

We collect recall and precision at different top-\(k\) positions. We plot recall against \(k\) in Figure 8(a). We remove Graphlet from the figure, since it does not perform any better than Graphlet-Extended. Even with a large size of assembly functions, Asm2Vec can still achieve a recall of 70% for the top 20 results. It significantly outperforms other traditional token-based and graph-based features. Moreover, we observe that token-based approaches in general perform better than subgraph-based approaches.

We plot precision against recall for each baseline in Figure 8(b). This curve evaluates a clone search engine with respect to the trade-off between precision and recall, when varying the number of retrieved results. As shown in the plot, Asm2Vec outperforms traditional representations of assembly code. It achieves 82% precision for the returned top clone search result where \(k = 1\). The false positives on average have 33 basic blocks (\(\sigma = 231\)). On the other hand, all the functions in the dataset on average have 47 basic blocks (\(\sigma = 110\)) as a prior. By using a one-sided Kolmogorov-Smirnov test, we can conclude that false positives have a smaller number of basic blocks than the overall population (\(p < 2.2e^{-16}\)). We conduct a sensitivity test based on top-200 results to evaluate different choices of vector size. Figure 8 (c) shows that with difference vector size Asm2Vec is stable for both efficacy and efficiency. We tried to incorporate more neighbor instructions. However, this increases the possible patterns to be learned and requires more data. In our experiment, we did not find such design effective.

5.4. Searching Vulnerability Functions

In the above experiments, we evaluate Asm2Vec’s overall performance on matching general assembly functions. In this case study, we apply Asm2Vec on a publicly available vulnerability dataset\(^4\) presented in [18] to evaluate its performance in actually recovering the reuse of the vulnerabilities in functions. The dataset contains 3,015 assembly functions.

4. Available at https://github.com/nimrodpar/esh-dataset-1523
For each of the 8 given vulnerabilities, the task is to retrieve its variants from the dataset. The variants are either from different source code versions or generated by different versions of GCC, ICC and CLANG compilers. This dataset is closely related to the real-life scenario.

Figure 9 shows an example of using Asm2Vec to search for the Heartbleed vulnerability in the dataset. The query is a function containing the Heartbleed vulnerability in OpenSSL version 1.0.1f, compiled with Clang 3.5. There are total 15 different functions containing this vulnerability. The pie chart in each ranked entry indicates the similarity. Each ranked entry contains the assembly function name and its corresponding binary file. As shown in the ranked list, Asm2Vec successfully retrieves all the 15 candidates in the top 15 results. Therefore, it has a precision and recall of 1 for this query. The first entry corresponds to the same function as the query. However, it does not have a similarity of 1 since the query’s representation is estimated but the one in repository is trained. However, it is still ranked first.

We implement Asm2Vec as an open source vulnerability search engine and follow the same experimental protocol to compare its performance with the state-of-the-art vulnerability search solution in [18]. Table 3 shows the results. We use the same performance metrics as [18]: False Positives (FP), Receiver Operating Characteristic (ROC), and Concentrated ROC (CROC). For all the vulnerabilities, Asm2Vec has zero false positives and 100% recall. Therefore, it achieves a ROC and a CROC of 1. It outperforms [18].

**Table 3**: Evaluating Asm2Vec on the vulnerability dataset [18] using the False Positives (FP), Receiver Operating Characteristic (ROC), and Concentrated ROC (CROC) metrics. For all the cases, Asm2Vec retrieves all results without any false positives.

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>CVE</th>
<th>FP</th>
<th>ROC</th>
<th>CROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heartbleed</td>
<td>2014-0160</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Shellshock</td>
<td>2014-6271</td>
<td>0.999</td>
<td>0.996</td>
<td>0.993</td>
</tr>
<tr>
<td>Venom</td>
<td>2015-3456</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Clobberin'</td>
<td>Time 2014-9295</td>
<td>0.993</td>
<td>0.956</td>
<td>0.993</td>
</tr>
<tr>
<td>Shellshock #2</td>
<td>2014-7169</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ws-snmp</td>
<td>2011-0444</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>wget</td>
<td>2013-0877</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ifmjpeg</td>
<td>2015-6826</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 9: Searching the Heartbleed vulnerable function in the vulnerability dataset. The binary name indicates the compiler, library name, and library version. For example, clang.3.5.openssl.1.0.1f indicates that the binary is library OpenSSL version 1.0.1f compiled with clang version 3.5.

6. Related Work

Static approaches such as k-gram [26], LSH-S [16], n-gram [8], BinClone [15], ILine [27], and Kamln0 [17] rely on operations or categorized operands as static features. BinSequence [28] and Tracelet [14] model assembly code as the editing distance between instruction sequences. All these features failed to leverage the semantic relationship between operations or categories. TEDEM [29] compares basic blocks by their expression trees. However, even semantically similar instructions result in different expressions and side effects, which make them sensitive to instruction changes. ILine [27], Discovey [7], Genius [6], BinSign [30], and BinShape [31] construct descriptive statistic features, such as ratio of arithmetic assembly instructions, ratio of transfer instructions, number of basic blocks, and number of function calls, among others. Instruction-based features failed to consider the relationships between instructions and are affected by instruction substitutions. In NLP tasks one usually penalizes frequent words by filtering, subsampling or generalization. For assembly language we find that frequent words improve the robustness of the representation.
Table 4: True Positive Rate (TPR) of the top-\(k\) results searching the obfuscated vulnerable function against the dataset in [18]. \(k\) is chosen as the number of ground-truth clones in the dataset. For example, Venom CVE 2015-3456-4877 has 6 variants in the dataset. By inspecting the top-6 results from Asm2Vec we recovered 100\% (6/6) for the query with literals encoded, 100\% (6/6) for the virtualized query, and 83.3\% (5/6) for JIT-transformed query. After applying all the options at the same time, Asm2Vec cannot recover any true positives.

Graph-based features are oblivious to CFG manipulations. BinDiff [32] and BinSlayer [33] rely on CFG matching, which is susceptible to CFG changes such as flattening. Gitz [34] is another static approach that used at the IR level. However, it operates at the boundary of a basic block and assumes basic block integrity, which is vulnerable to splitting. [35] proposes a graph convolution approach. It might be able to mitigate graph manipulation. However, it relies on supervised learning and requires a ground-truth mapping of equivalent assembly functions to be trained. Asm2Vec enriches static features by considering the lexical semantic relationships between tokens appearing in assembly code. It also avoids direct use of the graph-based features and is more robust against CFG manipulations. However, the CFG is useful in some malware analysis scenarios, especially for matching template-generated and macro-generated functions that share similar CFG structure. One direction is to combine Asm2Vec and Tracelet [14] or subgraph search [17].

Dynamic methods measure semantic similarity by dynamically analyzing the behavior of the target assembly code. BinHunt [36], iBinHunt [37], and ESH [18] use a theorem prover to verify whether two basic blocks or strands are equivalent. BinHunt and iBinHunt assume basic blocks integrity. ESH assumes strand integrity. They are vulnerable to block splitting. Jiang et al. [38], Blex [10], Multi-MH [11], and BinGo [12] use randomly-sampled values to compare I/O values. Random sampling may not correctly discriminate two logits. Consider that one expression outputs 1 if \(v! = 100\); otherwise, 0. Another expression outputs 1 if \(v! = 20\), otherwise, 0. Given a widely-used sampling range \([-1000, 1000]\), they have a high chance of being equivalent. CACompare follows the similar idea used in [39], [40], [41]. Besides of I/O values, it records all intermediate execution results and library function calls for matching. Using similar experiments to match functions, CACompare achieves the best performance among the binary clone search literature at the time of writing this paper. However, it depends on a single input value and only covers one execution path. As stated by the authors, it is vulnerable to CFG changes. Asm2Vec leverages the lexical semantic rather than the symbolic relationship which is more scalable and less vulnerable to added noisy logics. As a static approach, Asm2Vec achieves competitive performance compared to CACompare. CryptoHunt is a recent dynamic approach for matching cryptographic functions. It can detect wrapped cryptographic API calls. Asm2Vec focuses on assembly code similarity, which is different to CryptoHunt.

Source code clone is another related area. CCFIND-ERX [42] and CP-Miner [43] use lexical tokens as features to find code clones. Baxter et al. [44] and Deckard [45] leverage abstract syntax trees for clone detection. RedBug [46] is another scalable source code search engine. Recently, deep learning has been applied on this problem [47].

7. Limitations and Conclusion

Asm2Vec suffers from several limitations. First, it is designed for a single assembly code language and the clone search engine is architecture-agnostic. At this stage, it is not directly applicable for semantic clones across architectures. In the future, we will align the lexical semantic space between two different assembly languages by considering their shared tokens, such as constants and libc calls. Second, the current selective callee expansion mechanism cannot determine the dynamic jumps, such as jump table. Third, as a black box static approach, Asm2Vec cannot explain or justify the returned results by showing the cloned subgraphs or proving symbolic equivalence. It has limited interpretability.

In this paper, we propose a robust and accurate assembly clone search approach named Asm2Vec, which learns a vector representation of an assembly function by discriminating it from the others. Asm2Vec does not require any prior knowledge such as the correct mapping between assembly functions or the compiler optimization level used. It learns lexical semantic relationships of tokens appearing in assembly code, and represents an assembly function as an internally weighted mixture of latent semantics. Besides assembly functions, it can be applied on different granularities of assembly sequences, such as binaries, fragments, basic blocks, or functions. We conduct extensive experiments on assembly code clone search, using different compiler optimization options and obfuscation techniques. Our results suggest that Asm2Vec is accurate and robust against severe changes in the assembly instructions and control flow graph.
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Appendix A.
Extended Formulation of Asm2Vec

This appendix extends the original description and the formulation of the Asm2Vec model training. Recall that we define \( f_s \) as an assembly function in the repository at the beginning of Section 4. The Asm2Vec model tries to learn the following parameters:

\[
\begin{align*}
\theta_{f_s} & \in \mathbb{R}^{2 \times d} & \text{The vector representation of the function } f_s. \\
v_t & \in \mathbb{R}^d & \text{The vector representation of a token } t. \\
v'_t & \in \mathbb{R}^d & \text{Another vector of token } t, \text{ used for prediction.}
\end{align*}
\]

TABLE 5: Parameters to be estimated in training.

All \( \theta_{f_s} \) and \( v_t \) are initialized to small random value around zero. All \( v'_t \) are initialized to zeros. We use \( 2 \times d \) for \( f_s \) since we concatenate the vector for operation and operands to represent an instruction. We also define the following symbols according to the syntax of assembly language:

\[
\begin{align*}
S(f_s) &= \text{seq}[1 : j] & \text{Multiple sequences generated from } f_s. \\
T(seq) &= \text{in}[1 : j] & \text{Instructions of a sequence } \text{seq}. \\
in_j & \in \mathcal{A}(in_j) & \text{The } j^{th} \text{ instruction in a sequence.} \\
\mathcal{O}(in_j) & \in \mathcal{A}(in_j) & \text{Operands of instruction } in_j. \\
\mathcal{T}(in_j) & \in \mathcal{A}(in_j) & \text{The operation of instruction } in_j. \\
\mathcal{C}(in_j) & \in \mathbb{R}^{2 \times d} & \text{Vector representation of an instruction } in_j. \\
\mathcal{C}(in_j) & \in \mathbb{R}^{2 \times d} & \text{Vector representation of instruction } j \text{'s previous instruction.} \\
\delta(in_j, f_s) & \in \mathcal{A}(in_j) & \text{The vector representation of the joint memory of function } f_s \text{ and } j \text{'s neighbor instructions.}
\end{align*}
\]

TABLE 6: Intermediate symbols used in training.

For an instruction \( in_j \), we treat the concatenation of its operation and operands as its tokens \( \mathcal{T}(in_j); \mathcal{T}(in_j) = \mathcal{P}(in_j) \| \mathcal{A}(in_j), \) where \( \| \) denotes concatenation. \( \mathcal{C}(\text{in}) \) denotes the vector representation of an instruction \( in \).

\[
\mathcal{C}(\text{in}) = \mathcal{V}_\mathcal{P}(\text{in}) \| \frac{1}{|\mathcal{A}(\text{in})|} \sum_{t} \mathcal{V}_\mathcal{A}(t)\v_t
\]

The representation is calculated by averaging the vector representations of its operands \( \mathcal{A}(\text{in}) \). The averaged vector is then concatenated to the vector representation \( \mathcal{V}_\mathcal{P}(\text{in}) \) of its operation \( \mathcal{P}(\text{in}) \).

As presented in Algorithm 1, the training procedure goes through each assembly function \( f_s \) in the repository and generates multiple sequences by calling \( S(f_s) \). For each sequence \( \text{seq} \) of function \( f_s \), the neural network walks through the instructions from its beginning. We collect the current instruction \( in_j \), its previous instruction \( in_{j-1} \), and its next instruction \( in_{j+1} \). We ignore the instructions that are out-of-boundary. We calculate \( \mathcal{T}(in_{j-1}) \) and \( \mathcal{T}(in_{j+1}) \) using the previous equation. By averaging \( f_s \)'s vector representation \( \hat{\theta}_{f_s} \) with \( \mathcal{C}(in_{j-1}) \) and \( \mathcal{C}(in_{j+1}) \), \( \delta(in, f_s) \) models the joint memory of neighbor instructions:

\[
\delta(in_j, f_s) = \frac{1}{3} \hat{\theta}_{f_s} + \mathcal{C}(in_{j-1}) + \mathcal{C}(in_{j+1})
\]

For the current instruction \( in_j \), the proposed model maximizes the following log probability:

\[
\arg \max_{t_c} \sum_{t_c} \log P(t_c | f_s, in_{j-1}, in_{j+1})
\]

It predicts each token in the current instruction \( in_j \) based on the joint memory of its corresponding function vector and its neighbor instruction vectors, as illustrated in Figure 5.

To model the above prediction, one can use a typical softmax multi-class classification layer and maximize the following log probability:

\[
P(t_c | \delta(in_j, f_s)) = P(v't_c, \delta(in_j, f_s)) = \frac{1}{\sum_d f(v't_c, \delta(in_j, f_s))} f(v't_c, \delta(in_j, f_s)) = \mathcal{U}(h((v't_c)^T \times \delta(in_j, f_s)))
\]

\( D \) denotes the whole vocabulary constructed upon the repository \( RP \). \( \mathcal{U}(\cdot) \) denotes a sigmoid function applied to each value of a vector. The total number of parameters to be estimated is \( (|D| + 1) \times 2 \times d \) for each pass of the softmax layout. The term \( |D| \) is too large to be efficient for the softmax classification.

Therefore we use the \( k \) negative sampling approach [20], [21], to approximate the log probability:

\[
\log P(t_c | \delta(in_j, f_s)) \approx \log f(v't_c, \delta(in_j, f_s)) + \sum_{i=1}^k \mathcal{E}_{d \sim \mathcal{P}_{\text{out}}(t_c)}(\| t_d \neq t_c \| \log f(-1 \times v'_t d, \delta(in_j, f_s)))
\]

By manipulating the value of the parameters listed in Table 5, we can maximize the sum of the above log-probability for all the instructions \( in_j \).

We follow the parallel stochastic gradient decent algorithm. In a single training step, we only consider a single token \( t_c \) of the current instruction \( in_j \). We calculate the above log probability and its gradients with respect to the parameters that we are trying to manipulate. The gradients define the direction in which we should manipulate the parameters in order to maximize the log probability. The gradients are calculated by taking the derivatives with respect to each parameter defined in Table 5. The table below defines the symbol of the gradients:

| \( \frac{\partial}{\partial \theta_{f_s}} J(\theta) \) | The gradient for current function \( f_s \)'s \( \theta_{f_s} \). |
| \( \frac{\partial}{\partial v'_t} J(\theta) \) | The gradient for the token \( t_c \)'s current instruction \( in_j \). |
| \( \frac{\partial}{\partial \mathcal{P}(in_{j+1})} \) | The gradient for the operation of instruction \( in_{j+1} \). |
| \( \frac{\partial}{\partial \mathcal{A}(in_j)} \) | The gradient for the operation of instruction \( in_{j-1} \). |
| \( \frac{\partial}{\partial \mathcal{V}_\mathcal{A}(t)} \) | The gradient for each operation of instruction \( in_{j+1} \) and \( in_{j-1} \). |

TABLE 7: Gradients to be calculated in a training step.

The equations below calculate the gradients defined above.
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<table>
<thead>
<tr>
<th>GCC O0</th>
<th>GCC O1</th>
<th>GCC O2</th>
<th>GCC O3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BusyBox</td>
<td>52,118</td>
<td>46,519</td>
<td>47,272</td>
</tr>
<tr>
<td>CoreUtils</td>
<td>38,176</td>
<td>36,166</td>
<td>35,117</td>
</tr>
<tr>
<td>Libgmp</td>
<td>12,919</td>
<td>15,534</td>
<td>14,602</td>
</tr>
<tr>
<td>ImageMagick</td>
<td>85,191</td>
<td>88,342</td>
<td>84,395</td>
</tr>
<tr>
<td>Libcurl</td>
<td>17,969</td>
<td>14,097</td>
<td>15,883</td>
</tr>
<tr>
<td>LibTomCrypt</td>
<td>12,021</td>
<td>10,135</td>
<td>10,258</td>
</tr>
<tr>
<td>OpenSSL</td>
<td>52,063</td>
<td>44,527</td>
<td>44,642</td>
</tr>
<tr>
<td>SQLite</td>
<td>5,495</td>
<td>4,957</td>
<td>5,065</td>
</tr>
<tr>
<td>Total</td>
<td>306,471</td>
<td>288,004</td>
<td>286,834</td>
</tr>
</tbody>
</table>

TABLE 8: Number of basic blocks for each selected library compiled using different optimization options.

<table>
<thead>
<tr>
<th>Original</th>
<th>BCF</th>
<th>FLA</th>
<th>SUB</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Libgmp</td>
<td>20,168</td>
<td>54,738</td>
<td>103,258</td>
<td>20,168</td>
</tr>
<tr>
<td>ImageMagick</td>
<td>83,704</td>
<td>218,315</td>
<td>434,599</td>
<td>83,702</td>
</tr>
<tr>
<td>LibTomCrypt</td>
<td>10,044</td>
<td>19,534</td>
<td>35,608</td>
<td>10,115</td>
</tr>
<tr>
<td>OpenSSL</td>
<td>46,298</td>
<td>100,315</td>
<td>160,265</td>
<td>46,278</td>
</tr>
<tr>
<td>Total</td>
<td>100,214</td>
<td>306,471</td>
<td>733,730</td>
<td>100,263</td>
</tr>
</tbody>
</table>

TABLE 9: Number of basic blocks for each selected library under different code obfuscation options.

\[
\frac{\partial}{\partial \theta_s} J(\theta) = \frac{1}{3} \sum_i^k E_{t_b \sim P(t_c)} \left( t_c = t_b \right) - \frac{f(v_t', \delta(in_j, fs))}{\sim} \\
\frac{\partial}{\partial v_t'} J(\theta) = \left( t = t_c \right) - f(v_t', \delta(in_j, fs)) \times \delta(in_j, fs)
\]

It will be the same equation for the previous instruction in new − 1, by replacing in new + 1 with in new.

\[
\frac{\partial}{\partial \theta_{P(in_{new}+1)}} J(\theta) = \left( \frac{\partial}{\partial \theta_{f_s}} J(\theta) \right)[0 : d - 1] \\
\frac{\partial}{\partial \theta_{in_{new}}} J(\theta) = \frac{1}{\mathcal{A}(in_{new}+1)} \times \left( \frac{\partial}{\partial \theta_{f_s}} J(\theta) \right)[d : 2d - 1] \\
t_b \in \mathcal{A}(in_{new}+1)
\]

After, we use back propagation to update the values of all the involved parameters according to their gradients in Table 7, with a learning rate.

Appendix B.
Extended Descriptive Statistics of the Dataset

This appendix provides additional descriptive statistics on the experimental dataset used in Section 5.1, Section 5.2, and Section 5.3.

In the compiler optimization experiment (Section 5.1, ImageMagick generally has the largest number of assembly basic blocks while zlib has the least. By adopting different compiler optimization options, the generated number of basic blocks greatly varies. Specifically, O0 is very different from the other optimization levels. O1 and O2 appear to share a similar number. O3 has the largest number of basic blocks, which is generated by intensive inlining. Figure 12 shows the empirical distribution of the assembly functions length under different optimization levels. O3 tends to produce assembly functions that are much longer than O0, O1, and O2. O1 and O2 share similar distributions on function length.

In the O-LLVM obfuscation experiment (Section 5.2), we evaluate the the clone search methods before and after obfuscation. O-LLVM significantly increases the complexity of the binary code. Table 9 shows how the number of basic blocks have been changed across different obfuscation level. Figure 13 shows the empirical distribution of the assembly functions length under different obfuscation options. There are three different techniques and their combination:

- **BCF** modifies the control flow graph by adding a large number of irrelevant random basic blocks and branches. It will also split, merge, and reorder the original basic blocks. It almost double the number of basic blocks after obfuscation (see Table 9).
- **FLA** reorganizes the original CFG using complex hierarchy of new conditions as switches (see an example in Figure 1). Only the penultimate level of the CFG contains the modified original logics. It completely destroys the original CFG graph. The obfuscated binary on average contains 4 times of basic blocks than the original.
- **SUB** substitutes fragments of assembly code to its equivalent form by going one pass over the function logic using predefined rules. This technique modifies the contents of basic blocks and adds new constants. SUB does not change much of the graph structure Figure 11 shows an example. Figure 13 shows that it increase the length of the original assembly function.

Figure 10: A function obfuscated by O-LLVM Control Flow Graph Flattening. Only the penultimate level (red filled) basic blocks contains the modified original logics. shows the empirical distribution of the assembly functions length under different optimization levels. O3 tends to produce assembly functions that are much longer than O0, O1, and O2. O1 and O2 share similar distributions on function length.

Figure 11: An assembly fragment obfuscated by O-LLVM Instruction Substitution. Left: the original fragment. Right: the obfuscated fragment.
Figure 12: The empirical distribution function of the assembly function length in terms of number of instructions. From left to right, each diagram corresponds to the optimization options O0, O1, O2, and O3.

Figure 13: The empirical distribution function of the assembly function length in terms of the number of instructions. Each diagram from left to right corresponds to the original binary, the obfuscation techniques Bogus Control Flow Graph, Control Flow Flattening, Instruction Substitution, and the application of all the obfuscation techniques provided by Obfuscator-LLVM.