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Abstract—Linear interpolation is a simple yet effective 
technique for image composition which works wells for low dy-
namic range (LDR) images with a fixed range of pixel values. 
However, it cannot provide good performance for high dynamic 
range (HDR) images because a high luminance image usually 
dominates the composition result. This paper proposes a novel 
algorithm for HDR composition using the linear interpolation. 
Our scheme decomposes HDR images to be composed into three 
layers where a linear interpolation can be applied on each layer 
individually that has been normalized. The algorithm contains 
three steps including the image decomposition, the image feature 
composition, and finally the HDR map estimation and image 
re-rendering. Experimental results show that the proposed ap-
proach can produce informative HDR composition images bal-
ancing the influence caused by the low or high luminance and 
preserving the contrast, colors, and salience. The comparison 
demonstrates that our scheme outperforms the current 
state-of-the-art methods. 

Keywords—High dynamic range images, exposure, composi-
tion, linear interpolation, tone-mapping, decomposition.  

I. INTRODUCTION

Digital image is closely related to our daily life due to the 
universal of digital cameras. We may compose two or more 
images within an image to produce a meaningful image for 
artistic and esthetic rendition. In general, we call such a pro-
cedure the image composition. Composing different scenes or 
objects within an image is fundamental in movie industry and 
advertisement design. Linear interpolation method is one of 
commonly adopted techniques [5]. This method has proven to 
be very effective for low dynamic range (LDR) images, such 
as bitmap image format for instance, where the pixel value is 
normally in a fixed range within [0, 1].  

In recent years, interest in high dynamic range (HDR) 
images has increased dramatically [4] [9] [14] [18] [19]. The 
dynamic range of a scene is the contrast ratio between its 
brightest and darkest parts. An HDR image with pixels being 
represented by a floating point can accurately represent the 
wide range of intensity levels found in real scenes, ranging 
from direct sunlight to deepest shadows, in order to exhibit the 
accurate fidelity of a real scene. 

Unfortunately, the linear interpolation method is not ap-
plicable for high dynamic range (HDR) image composition. 

This is because the features of dynamic range lead to pixel 
values with much variety of dynamic range scattering from 1 
to as high as 20 or even higher. In general, HDR images can 
be categorized into three types: high, mid, and low exposure 
[8].The floating point value of most pixels in a low exposure 
image may be smaller than 0.1, while the pixel values in a 
high exposure one may be larger than 100. If we attempt to 
linearly compose two different types of HDR images, the 
composite result is surely dominated by the high exposure 
HDR images. Consequently, the resultant HDR image may 
contain information revealed mainly from the dominated HDR 
image, violating the experiences and anticipated effects of 
using the linear composition 

In this paper, we present an effective method to solve the 
problem of HDR image composition. Our method involves 
three steps. First, in the image decomposition step, an HDR 
image is decomposed as three features; that is, base layer, 
color layer and detail layer, respectively. Next, in the mage 
feature composition step, a linear interpolation technique is 
adopted to compose HDR images in three layers, where we 
can flexibly adopt different weights to produce versatile 
composition results. Finally, in the HDR map estimation and 
image re-rendering, we estimate the magnitude of the expo-
sure in the newly composited HDR image and employ a map 
estimation method to re-render the HDR image producing the 
final composition results. Experimental results show that our 
algorithm can produce a more informative HDR composition 
result outperforming other approaches.  

This paper is organized as follows. We review previous ap-
proach for the LDR image composition. We then describe our 
proposed algorithm in Section 3. Experimental results and 
comparison are presented in Section 4, followed by a conclu-
sion given in the final section.  

II. RELATED WORKS

Grundland et al. pioneered the work for LDR image com-
position [6]. They observed that when a linear interpolation 
method is performed onto the grayscale images, the composite 
result is acceptable. However, if the same scheme is targeted 
for color images, the side effects of contrast loss and color 
fading occurred which reduces the visibility of image details.  
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To cope with the problem, they presented three solutions 
which were based on the statistical analysis, vector algebra, 
and information theory. These solutions offer benefits to pre-
serve the image contrast, color variations, and image salience. 
Although the contrast preserving method preserves better 
contrast within the composite result, the side effect of color 
fading remains in the composition results.  

Later, a non-linear image composite technique was pro-
posed to improve the color fading problem [7]. In this method, 
they combined the Laplacian pyramid with a newly defined 
sign-weighted power mean function. Their method provides 
another advantage in image stitching [16] and image fusion 
[17]. 

We consider that even using non-linear interpolation ap-
proach for HDR images, the HDR composition results is not 
acceptable. This is due to the fact that since HDR images have 
a variety of exposures, if we compose two HDR images, the 
image content with a high exposure would cover over that 
with the low exposure. This leads to that the overall appear-
ance in the composite image consists of saliency from a high 
exposure image and little information is shown for the details 
with low exposure. In other words, a composite HDR image is 
not able to exhibit the content of both low and high exposure 
simultaneously. Consequently, it is a challenge to design and 
develop an effective algorithm which can provide benefits for 
HDR image composition for the image community.  

III. HDR Image Composition  

We describe our proposed HDR image composition algo-
rithm using a linear interpolation in this section. We consider 
that an HDR image (I) is composed by three layers, I = CL * 
BL * DL, where CL presents the color layer, BL is the base 
layer, and DL denotes the detail layer. Our aim is to decom-
pose these three layers from an image and then transform lay-
ers into an applicable uniform numerical domain on which we 
are able to process each layer individually to accomplish the 
HDR image composition.  

The flowchart of our scheme is illustrated in Fig. 1 which 
has three primary processes: image decomposition, image 
feature compositing, and HDR image re-rendering. First, each 
HDR image to be composed is decomposed into three feature 
layers, as shown in Fig. 1, which include the base layer, color 
layer, and detail layer. Next, we adopt the linear interpolation 

method at each layer individually and produce the composite 
features, as shown in Fig. 2. This produces the composite base 
layer BLc, composite color layer CLc, and composite detail 
layer DLc. Finally, we estimate the reconstruction HDR map, 
HMap, via the composite base layer. We then combine the 
color and detail layers with the HMap and re-render the final 
composite HDR image. We detail each process in the follow-
ing subsections.  
A. Color Layer 

The Human Visual System (HVS) contains light sensitive 
cone cells enabling us to recognize colors. These cells can be 
categorized into three types: red cone cells, green cone cells, 
and blue cone cells. These three colors are also known as the 
triple primary channels.   

HDR images record a wide range of color information and 
are usually represented by floating point values so as to 
closely measure the chromatic variations of real world envi-
ronment. Mathematically, we can employ Eq. (1) to describe 
the colors of an HDR image at a pixel , where the suffix 
w presents real world environment. 

(1) 
We remark that all color intensities of an image is consid-

ered as the color layer. Thus, we can further derive the influ-
ential ratios corresponding to the triple primary at each pixel 

, as shown in Eq. (2). These ratios are in the range be-
tween 0 and 1.  

 
 
 

(2) 

The benefit of adopting these ratios for HDR composition is 
that we can immediately compose color intensities using line-
ar interpolation method. We show in Fig. 3 the tone-mapped 
images Bush (low exposure) and Sunset (high exposure) and 
their color layers. We remark that the color layer indeed rep-
resents the chromatic information in the triple primary chan-
nels. 
B. Base Layer 

We have represented the color intensities by the sum of the 
triple primary. Since an HDR image has different exposure 
causing the difficulty for conducting the linear interpolation, 
we normalize the luminance of an HDR image to derive the 
base layer to accomplish the HDR composition.  

We adopt five steps to derive the base layer. In particular, 
we adopt the approach suggested by Reinhard et al. [14] to 

 
Figure 1. The flowchart of high dynamic range image composition. 

 
Figure 2. The flowchart of producing three composite layers. 



produce the mapped value  using Eqs. (3), (4) and (5). 
We then compute the square value of the white point for the 
given HDR image followed by deriving the final base layer 
for each pixel  We detail five steps below. 

First, we determine the luminance of the pixel (i, j), denoted 
by  using (3), where (wr, wg, wb) = (0.2989, 0.5870, 
0.1140). Then, we compute the average luminance  using 
(4), where δ is a small value (10-5) to avoid the singularity of 
the Cw value. In the third step, we derive the mapped value Cm, 
where α  is automatically estimated by the maximal (Cmax) 
and minimal (Cmin) luminance of the input HDR image. In the 
fourth step, we determine the white point of the input HDR 
image. We remark that a white point of using the constant 1.5 
is a suitable choice [14] which produces a reasonably en-
hanced display image for a low dynamic range image of 5 
zones. In addition, it is reasonable to adopt the constant 10 for 
the square value since high dynamic range images tend to 
consist of more than 11 zones in the Zone system [1]. Once 
the white point is available, we adopt Eq. (7) to derive the 
final base layer for each pixel (i, j) by referring to the mapped 
value  that has been derived.  

 
=wr*R(i, j)+wg*G(i, j)+wb*B(i, j). (3) 

  

 (4) 
  

 (5) 
  

. (6) 
  

. (7) 
 

We show in Fig. 3 the tone-mapped Bush and Sunset im-
ages and the color and base layers. It is interesting to point 
out that a base layer provides an efficient mechanism be-
cause it allows us to make use of the low, middle and high 
exposure parts when composing the HDR images.  

C. Detail Layer 
An investigation targeted for low dynamic range images [6] 

[7] indicated that when we conduct the image composition, 
the visibility of image details is decreased due to the contrast 
loss and color fading effects. Consequently, we need to pre-
serve as many as possible the detailed information stored in 
the high dynamic range images. We describe our approach of 
using the bilateral filter to develop the detail layer.  

The bilateral filter is a fast, non-iterative technique, and has 
been applied to tone-mapping [3] [14]. The development of 
our detail layer also builds on the bilateral filter. We describe 
the fundamentals of the bilateral filter followed by presenting 
our approach to develop the detail layer.  

The bilateral filter averages pixels that are spatially near 
one another and have similar intensity values [13] [20]. Com-
bining a classic low-pass filter with an edge stopping function, 
it attenuates the filter kernel weights when there is a large 
intensity difference between pixels. We adopt the bilateral 
filter to develop the detail layer using the following two steps. 
First, the bilateral filter computes the value of pixel s denoted 
by  as shown in Eq. (8). For simplicity, we only 
express the pixel index  in the left part of the equation. 
Here,  represents a normalized term, p denotes pixels 
within an n-by-n region Ω centered by s,  de-
scribes the Gaussian kernel on spatial distance between the 
pixels s and p,  indicates the Gaussian kernel 
on the intensity differences between the pixel s and p, and 
finally  represents the intensity at the pixel p. Both Gauss-
ian kernel functions are with widths controlled by the standard 
deviation parameters σs and σr. In our implementation, we set 
the empirical value σs to cover a pixel neighborhood of be-
tween 24 and 48 pixels and σr is between 5 to 10% of the total 
pixel values in an HDR image, as suggested [13] [20]. For the 
Bush image, σs=3.0 and σr =4.25.    
 

  
 

 

 
(8) 

 
Once the bilateral filter has derived the pixel value 

 we can develop the detail layer using Eq. (9), 
where  represents the luminance of the pixel (i, j) and 
a constant ε=10−6 is adopted to avoid the occurrence of singu-
larity.   

 
. (9) 

 

  

  

  
Fig. 3. An illustration of the tone-mapped Bush and Sunset images (top 
row), color layer (second row), base layer (third row) and detail layer 
(bottom row). Note that our algorithm can obtain the details in the re-
gions with similar luminance variations. 



 
We show in Fig. 3 the detail layers for the Bush and Sunset 

images. We remark that the proposed algorithm combining the 
bilateral filter results with the original luminance provides a 
significant benefit in obtaining detailed information, even for 
the regions with similar luminance, such as the ground leaves 
in the Bush image and the edge of cloud in the Sunset image.  
D. Image Feature Composition 

We have described our approach to decompose an HDR 
image into three layers: color, base, and detail layers, where 
each layer preserves the corresponding information that has 
been normalized in a universal domain. The next step is to 
compose three features using the linear interpolation. 

 Without loss of generality, we assume that two HDR im-
ages, Ia and Ib, to be composed have the same image resolu-
tions. In addition, we use suffices a and b to indicate the cor-
responding layer; namely, the color layer (CL), base layer (BL) 
and detail layer (DL). The composite results, denoted with the 
suffix c for each layer, can be expressed using Eq. (10), where 
wa and wb represent the weights employed for the HDR com-
position in each layer and wa + wb =1.0. 

 
 
 
 

(10) 

 
In the color layer, each pixel  is represented by the triple 
primary [ ]. We can derive the 
influential ratios for the triple primary using Eqs. (11) and 
(12), which are similar to the expressions shown in Eqs. (1) 
and (2), where  represents the colors appeared by 
the red, green, blue triple primary components. 
 

(11) 
  

 
 
 

  
(12) 

The composite results for three layers are shown in Fig. 4(1) 
to 4(3). We can observe that each layer preserves crucial in-
formation corresponding to the composite HDR image.  

E. HDR Map Estimation and Re-rendering 
We have shown that we can employ the normalized infor-

mation of each HDR image Cn  to form the composite 
base layer BLc. Unfortunately, the value domain of  
does not belong to the HDR domain. As a result, we cannot 
re-render the composite result to produce n HDR image di-
rectly using the base layer. However, we can convert the 

 back to the HDR domain, BLc-HME, where the suffix 
HME means HDR map estimation. The conversion is accom-
plished using three steps. 

First, we rewrite Eq. (7) and substitute the expression of 
 using Eq. (5). The new equation is shown in (13), 

which is a quadratic equation with the variable  which 
represents the base layer to be determined.   

 

 (13) 

 
The problem remained is that when four key constants, Cav, 
, α, Cwhite, are available, we are capable of solving  

using the quadratic formula, as shown in Eq. (14). 
 

 (14) 

 
Here, we describe in details how to determine four key 

constants. First, according to Banterle et al.’s experiments [2], 
the logarithmic average luminance in the original HDR image 
is similar to that shown in the tone-mapped LDR image. This 
means that we can estimate Cav using Eq. (4) by replacing the 
term  by the current composite base layer,   

Second, the concept of the tone mapping techniques is to 
map the smallest and largest luminance values into the range 
[0, 1]. Therefore, when  is approaching to the infinity 
( ), the output value of tone-mapped value equals the 
upper bound of the displayable value, which is normally set to 
be 1. Thus, we let Cn = 1 in our implementation and simplify 
Eq. (14) to become Eq. (15). Note that since the color values 
are positive, we only employ the positive part in the quadratic 
formula. We set  to be the maximal value in the base 
layer; i.e., = max[BLc ] for all pixels (i, j), where 
the function max[] reports the maximum for all pixels (i, j) in 
the base layer of the composite HDR image.  

 (15) 

Third, Banterle et al. suggested that Cwhite can be any value 
between the smallest and middle values of the luminance val-
ue [2] [12] [15]. We adopt Cwhite as the mean value between 
the smallest and the middle values balancing the smallest and 
middle values without incurring any bias to both values. Fi-
nally, we are able to estimate the α value using Eq. (16) since 

,  and  have been estimated properly. 
   

 
(1) composite color layer 

 
(2) composite base layer 

 
(3) composite detail layer 

 
(4) the final composite image 

Fig. 4. The composite results at each layer and the final composition 
image using the weight wa=0.5 and wb=0.5. 



 (16) 

We have shown so far that we have determined constants 
needed allowing us to solve  using Eq. (17), which ac-
complishes the task of the HDR map estimation by assigning 
the value of .   

 (17) 
The final process we need to conduct is to re-render the HDR 
composite image. Referring to the influential ratios, 

 shown in Eq. (12), we can compute the 
new value in the red, green, and blue channel using Eq. (18), 
where  represents the corresponding value in the 
detail layer. This accomplishes the re-rendered process and 
generates the final composite HDR image, where each pixel 

 has the new values [ , , )].  

 
 
 

(18) 

The re-rendered composite HDR image is shown in Fig. 
4(4). We employ an equal weight in this example, and thus the 
information appearing in the final result approximately reveals 
half of the saliency from both images. This example also 
demonstrates that our algorithm is capable of producing a 
final HDR image composed by the low exposure and high 
exposure using the linear interpolation. 

IV. EXPERIMENTAL RESULTS  

We implemented our algorithm using the C++ programing 
language and collect our experiments on a personal computer 

platform. We have shown in Fig. 3 the HDR composition im-
age using the low exposure and high exposure. We demon-
strate in Fig. 5 an example of using Street and Tower HDR 
images with the low exposure for composition.  

First, the tone-mapped images using the Luminance HDR 
software are shown in Figs. 5(1) and (2). Fig. 5(3) shows the 
LDR composition result which applies the linear interpolation 
method to two tone-mapped LDR images using the weight 
wa=0.3 and wb=0.7. Fig. 5(4) shows the LDR composition 
result which applies the non-linear method [6]. In contrast, we 
show in Fig. 5(5) the HDR composition result which applies 
the linear interpolation directly on two HDR images, which is 
referred to as a naïve method. Since the result is an HDR im-
age, we need to operate the tone mapping for visualization. 
Note the composition result shows little details from the Tow-
er image, even we exert the influence using a large weight 
(wb=0.7). Finally, Fig. 5(5) shows the HDR composition result 
generated by our proposed algorithm using three processes 
described in previous section. Comparing to the appearance of 
the composition results shown in Fig. 5(5), our method pre-
serves more saliency in contrast and colors.    

Figs. 5(3) and 5(4) do not present a proper composition re-
sults because they adopt the tone-mapped LDR image for 
composition which inevitably loses contrast and details. In 
contrast, Fig. 5(5) shows a more interesting result by adopting 
the HDR images and the naïve method for composition. 
However, since we use the weight wb=0.7, we expect more 
detailed information of the Tower image should appear in the 
resultant composition HDR image. Fig. 5(6) presents the best 
performance of the HDR composition, where contrast and 
details are preserved. These results demonstrate the superiori-
ty of our proposed algorithm in preserving contrast, colors, 
and details during the composition process.  

 
(1) tone-mapped Street scene (wa) 

 
(2) tone-mapped Tower scene (wb) 

 
(3) LDR composition (linear) 

 
(4) LDR composition (non-linear) 

 
(5) Naïve Method 

 
(6) Our Method 

 
Fig. 5. Tone-mapped images Street (1) and Tower (2). The linear LDR 
composition using wa=0.3 and wb=0.7 (3) and that using the non-linear 
interpolation suggested in [6] is shown in (4). The naïve HDR compossi-
tion (5). The composition using our proposed algorithm 6). Our scheme 
preserves contrast and colors producing the best visually plausible and 
informative images outperforming other approaches.  

 
(1) Grove scene (low) 

 
(2) Sunset scene (High) 

 
(3) wa=wb= 0.5 (Naïve Method) 

 
(4) wa=wb= 0.5 (Our Method) 

 
(5) wa = 0.2, wb = 0.8  

 
(6) wa = 0.8, wb = 0.2 

 
Fig. 6. The comparison of HDR composition results. The naïve HDR 
composition is influenced by the high exposure image (3). Our algorithm 
balances the low and high exposures (4), thus producing a more informa-
tive composition result corresponding to different weights (5) and (6). 



Fig. 6 shows another comparison result. Two HDR images 
to be processed are with the low exposure and high exposure. 
Despite of using the same weights, wa=wb=0.5, the composi-
tion image produced by the naïve method is influenced by the 
high exposure image. In contrast, when using our proposed 
HDR composition algorithm, the generated composition 
shows a balance between the low and high exposure produc-
ing a more informative composition results. Figs. 6(5) and 6(6) 
show our composition images using different weights which 
emphasize different contributions by both images.  

Fig. 7 demonstrates two HDR composition images using 
our algorithm. These two images demonstrate that our algo-
rithm faithfully produces the composition results using the 
linear interpolation corresponding to the given weights. The 
composition images being produced look like a tone-mapped 
image from a real scene producing a meaningful image for 
artistic and esthetic rendition.  

V. CONCLUSIONS AND FUTURE WORK 

We present a novel algorithm for HDR image composition 
using the linear interpolation. Our scheme first decomposes 
HDR images into three layers: color layer, base layer, and 
detail layer. Then, we produce the composite result at each 
layer independently using a linear interpolation with desired 
weights. Finally, we estimate an HDR map and re-render the 
composite result by referring to the base layer to produce the 
final HDR composition image. Experimental results show that 
our algorithm preserves the saliency of the contrast and colors 
producing visually plausible HDR composition image. The 
comparison shows that our algorithm provides better results 
than those generated by the current state-of-the-art LDR im-
age composition and the naïve HDR composition method. We 
consider our scheme extend HDR applications producing a 
meaningful image for artistic and esthetic rendition.  

Future work includes extending our algorithm to investigate 
HDR image stitching, HDR image fusion, HDR videos, or 
HDR watermarking [10] [11].  
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(1) 

 
(2) 

 
(3) 

 
(4) An HDR composition image 

using (1) and (2) 
 

(5) An HDR compostion image 
using (1) and (3) 

Fig. 7. Two HDR composition images produced by our algorithm using 
weights wa=0.6 and wb=0.4.  
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