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Abstract

 
The emergence of phasor measurement units (PMUs) 

coupled with GPS time devices makes it feasible to 
directly compare timestamped measurements collected at 
different locations without needing to account for clock 
drift. GridStat is a flexible publish-subscribe status 
dissemination middleware framework with capabilities 
that include rate-filtered multicast for each subscription. 
In this paper we explore GridStat's ability to hide the 
complexities of distributed systems from application 
developers while efficiently providing time-synchronous 
groups of PMU data from physically disparate locations. 

 
. 

1. Introduction 
 

The growing availability of synchronous phasor 
measurement units (PMUs) and their deployment on 
power grids is making available a wealth of new real-time 
data about the state of the grid.  

PMU data contains much more information than is 
typically measured in existing SCADA systems. PMU 
measurements are synchronized and timestamped using a 
global clock (GPS). A PMU’s measurements, made 20 to 
60 times per second, allow derivation of the bus current, 
voltage, phase and frequency where it is attached.  

Existing mechanisms for using these data are mainly 
targeted at collecting them in archival central repositories 
for use in after-the-fact analysis of system response to 
normal and abnormal events. These collection 
mechanisms have limited ability to support use of the data 
for real-time applications.  

Nevertheless, the ability to receive status data from a 
variety of remote locations opens new, largely unexplored 
opportunities for improving the power grid’s control 
systems to provide better reliability and efficiency. 
Ongoing research, [18, 19], suggests that  PMU data will 
be valuable in fast control applications, but widespread 
use of such mechanisms will require a more flexible 

communication infrastructure than exists today. Current 
fast controls are either local or require dedicated point-to-
point communication links. Such a communication 
infrastructure makes it expensive to accommodate 
changing needs.  

GridStat is a middleware framework for dissemination 
of operational power grid status data (both digital and 
analog). Middleware is a layer of software above the 
operating system which provides a common programming 
abstraction across a distributed computing system. Its 
high-level building blocks shield the programmer from 
many different kinds of heterogeneity that are inherent in 
a distributed system, including that of CPU, operating 
system, and programming language. 

A fundamental design motivation of GridStat was to 
provide flexible, managed, low-latency sharing of status 
data among entities that participate in operation of an 
interconnected power grid, [7]. GridStat’s management 
capabilities are intended to ease the deployment of 
applications by encapsulating solutions to problems such 
as quality of service (QoS), reliable delivery, and security 
in the communication infrastructure rather than leaving 
their solution to applications. GridStat was designed to 
provide high-bandwidth communication for power grid 
data, delivering the right data to the right computer at the 
right frequency with the ability to easily adapt to 
changing needs. 

GridStat and PMUs thus appear to be highly 
complementary technologies. In this paper we explore the 
fit. After describing the PMU data stream (section 2) we 
show how GridStat’s mechanisms (section 3) might be 
exploited in applications using PMU data (section 4). Of 
course the performance of the communication 
infrastructure is important if PMU data is to be used in 
fast controls. Section 5 presents performance results using 
the current GridStat prototype on emulated PMU data 
streams. We wrap up with a short discussion of related 
work (section 6). 
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2. PMU data 
 

PMUs are typically placed in a substation to monitor 
that substation’s three phase voltages, as well as the 
current in lines, transformers, and loads that terminate 
there, [5]. These quantities are collected along with 
frequency, and each sample is timestamped with a time 
value that is accurate to within one microsecond of UTC. 
The transmission format of PMU data packets is defined 
in IEEE standard 1344, [8]. 

The length of an IEEE 1344 data packet depends on 
the number of phasor and digital quantities reported by a 
particular PMU. A basic PMU packet is 14 bytes long 
consisting of  

• 4-byte second-of-century (SOC) 
• 2-byte sample count (SMPCNT) 
• 2-byte status (STAT) 
• 2-byte frequency (FREQ) 
• 2-byte rate-of-change-of-frequency (DFREQ) 
• 2-byte CRC16 

A separate configuration file specifies how many 4-byte 
phasors are inserted in each data frame between the STAT 
and FREQ words and how many 2-byte digital status 
words are inserted between the DFREQ and CRC16 
words. For example, a PMU measuring 3-phase voltage 
phasors and no digital status would send 26-byte frames; 
one measuring 3-phase voltage, and current, and 32 bits 
of digital status would send 42-byte frames. 

The configuration file also controls the frequency at 
which frames are sent. Twenty or thirty frames per second 
is common today. Researchers looking into use of PMU 

data for wide-area control suggest that moving to 60 
frames per second would be useful in their application, 
[20].  

Even at only 20 frames per second a PMU device 
produces far more data than does older-technology power 
system monitoring equipment designed for the 2- or 4-
second SCADA polling cycle. At 60 frames per second a 
PMU measuring 3-phase voltage and current and 32 
digital samples (42-byte frames) produces  just over 
20Kbits/second: huge by the standards of legacy SCADA 
but miniscule by the standards of even consumer-grade 
broadband networking service. 

 
3. GridStat architecture and mechanisms 
 

GridStat is a flexible communication framework for 
delivering periodic status updates between equipment 
operated by entities such as grid operators, energy 
suppliers, and marketers. Its architecture defines the 
relationships between GridStat entities. The architecture 
is designed to provide the flexible technical 
underpinnings needed to meet diverse status 
communication needs of the different kinds of business 
entities. At a more detailed level, GridStat’s mechanisms 
encapsulate reusable communication paradigms such as 
multicast, filtering, QoS management, and redundant path 
routing. These are quite naturally part of the 
communication infrastructure and would be very difficult 
or impossible to provide without such built-in support. 
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Figure 1. GridStat architecture 
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3.1. Architecture 
 

The GridStat architecture encompasses four primary 
types of active entities as shown in Figure 1. Publishers 
produce periodic streams of status values. Status routers 
accept status values from publishers and other status 
routers and forward them to other status routers and 
subscribers. Subscribers run applications that use (or 
store) the data. Publishers, status routers, and subscribers 
make up the GridStat data plane. The data plane’s job is 
to move data packets quickly from publishers to 
subscribers. The GridStat architecture supports 
independent ownership and control of data plane 
components and anticipates that groups of components 
under common control will work together more closely 
than will components that are controlled by different 
business entities. 

The fourth type of active GridStat entity is the QoS 
broker. QoS brokers are arranged in hierarchies that 
reflect geographic and business hierarchies. The QoS 
broker hierarchies constitute the management plane of 
GridStat. The lowest-level QoS brokers (leaf QoS 
brokers) each directly manage resources within a set of 
commonly-controlled data plane components. QoS 
brokers are responsible for establishing the route(s) 
through the status routers used by each subscription so as 
to ensure that each subscription’s QoS requirements are 
met. 

GridStat simultaneously provides a hierarchical 
management model and a flat delivery model. QoS 
brokers are not involved in packet-by-packet delivery: 
they merely direct the set-up of the status routers and 
monitor their performance, providing adaptation ability if 
status routers or links fail.  

 
3.2. Status router mechanisms 
 

Status routers include several mechanisms of use for 
PMU-based applications of which efficient multicast, 
synchronous filtering, packet combining and 
preconfigured modes are of the most interest for PMU 
applications. These mechanisms and their 
implementations are fully described in [4]. Here we 
provide only a short synopsis. 

 
3.2.1. Efficient multicast. A major goal of GridStat is to 
allow sharing of status data. Multicast allows sharing 
without requiring multiple copies of each data item to 
traverse communication links as would be required if only 
unicast were provided. This makes better use of 
communication resources and reduces the latency seen by 
most subscribers.  
 

3.2.2. Rate filtering. It is clear that not every subscriber 
needs every update produced by the publishers to which it 
subscribes. Rate filtering allows each subscriber to 
indicate, as part of its subscription, the rate at which it 
needs updates. The status routers implement rate filtering 
in conjunction with multicast and only forward packets 
that are desired by downstream subscriptions. Rate 
filtering is performed on the basis of timestamps 
contained in the packets—not the local clock of the status 
routers. 

One of the biggest advantages PMU data has over 
conventional SCADA data is that it is synchronously 
timestamped with its acquisition time. By collecting 
measurements from various points taken at the same time 
an application can derive properties of the grid’s state that 
are not available from data taken at different times. On 
the other hand, it is clear that some applications for PMU 
data will not require all of the samples taken during each 
second. Synchronous filtering allows an application to 
subscribe to every nth element of several PMU data 
streams and get samples that have “close” timestamps. 
(The question of whether or not the timestamps are the 
same depends on the PMU implementation.) 
 
3.2.3. Packet combining. Status routers combine status 
packets into network layer 3 packets when it is possible to 
do so without incurring additional latency. This reduces 
layer 3 bandwidth overhead. More importantly it reduces 
the execution time overhead of both the sending and 
receiving status routers by reducing  context switches.  
 
3.2.4. Operational modes. Predefined modes allow the 
communication infrastructure to quickly adapt to changes 
in the operational state of the power grid. Each 
subscription operates in a fixed set of modes, specified by 
the subscriber. The QoS brokers can preload the status 
routers with multiple routing configurations for the 
different modes. This permits rapid switching between 
different bundles of subscriptions. These mode transitions 
are accomplished without disrupting subscriptions that 
exist in both the before-transition and after-transition 
modes. Doing resource allocation for preconfigured 
modes at the time subscriptions are created ensures that 
the new mode will become operational quickly and 
without risk that resource allocation will fail at perhaps a 
critical moment for the power grid. 
 
3.2. Status packetization 
 

The GridStat prototype uses a simple packetization 
scheme with each packet consisting of a basic 24-byte 
header (which includes 8 bytes of user data) and a 
variable number of 24-byte data extensions. A GridStat 
packet contains: 
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• 8-byte timestamp (milliseconds since Jan. 1, 
1970)  

• 4-byte publication ID 
• 1-byte number of optional fields 
• 3-bytes padding 
• 8-bytes user data 
• 0 to 4 24-byte optional user data fields 

GridStat packets are encapsulated in Internet Protocol 
User Datagram Protocol (IP/UDP) packets in the 
prototype which uses Internet technology as its link layer.  

 
4. Use of GridStat mechanisms for PMU data 
dissemination 

 
While PMU data is valuable in many applications, the 

number of actual packets required per second varies 
depending on the application. GridStat provides the 
framework to allow a PMU to publish its data as fast as it 
can provide it, but only those packets that are required by 
subscribing applications are actually delivered. For 
instance, if a PMU is publishing at a rate of 60 times per 
second, and a subscribing application requests 1 packet 
every 2 seconds, only a single PMU data frame will 
traverse the GridStat network every other second. This 
middleware level packet filtering assures application 
developers that network traffic is only that which is 
needed to fulfill their particular application’s 
requirements. 

Packet filtering is useful for minimizing the use of 
network resources, but many applications require data 
from multiple PMUs to be effective. Such applications 
require that the packets delivered share a common 
timestamp, regardless of what path they take through the 
network. As mentioned in section 3.2.2, GridStat’s 
synchronous filtering fulfills this requirement while 
preserving the network traffic reduction of packet 
filtering.  

Two issues arise in encapsulating PMU frames in 
GridStat packets: timestamp mapping and size mapping. 
For timestamp-based filtering to be useful in PMU 
applications each packet timestamp must match the 
globally synchronized PMU timestamp of the 
encapsulated PMU frame. Packet timestamps refer 
directly to a global epoch. Timestamps in PMU frames 
(SOC || sample number within second), are referenced to a 
globally synchronized clock. However, because the 
number of samples per second is part of the PMU 
configuration, mapping a PMU timestamp to a GridStat 
timestamp requires knowledge of the PMU 
configuration—something that is not part of the PMU 
data packet. It is therefore necessary for the PMU 
publisher to interpret the PMU timestamp and construct 
the GridStat timestamp.  

Because the GridStat packets expand by 24 bytes at a 
time the question of overhead due to internal 
fragmentation must be considered. For our running 
example of a PMU reporting 3-phase voltage and current 
along with 32 digital statuses (42-byte PMU frame) the 
corresponding GridStat packet is 72 bytes of which 14 are 
padding and 16 are packet header.  

To support the collection of PMU data from multiple 
locations, GridStat provides an interface for specifying a 
set of publications for subscription. In this way, the entire 
set may be accessed from a subscribing application as a 
single unit rather than as a series of individual 
subscriptions.  

As a middleware system, GridStat provides an 
abstraction layer that removes the complexities of 
distributed systems from the application developer. In 
addition, GridStat provides an application development 
framework to help streamline the process of creating 
applications using GridStat. This allows applications to be 
developed quickly and easily, even by individuals who 
may not have a background in distributed systems. 

 
5. GridStat performance on PMU data 
 

To demonstrate the suitability of GridStat to meet the 
data transmission requirements of PMUs, we developed 
two sample applications. A virtual PMU data publisher 
emulates a publisher attached to a real PMU producing 
data of the same size and at the same rate. A virtual 
phasor data concentrator (PDC) subscribes to all the 
emulated PMU data.  

 
5.1. PDC requirements 

 
We set out to show empirically that GridStat can fulfill 

the data communication needs of a PDC. We used the 
recommendations of the EIPP real time task team, [14], as 
a basis for our evaluation of GridStat. Those requirements 
specify that a PDC should be able to receive each PMU’s 
data 30 times a second. Further, to be useful for real-time 
monitoring, data must be collected from at least twelve 
different sources. For real time adaptive control 
applications the communications infrastructure is 
expected to add approximately 10ms to the overall time 
delay of PMU data delivery. To meet short-term needs, 
therefore, GridStat should be able to provide a PDC data 
from at least 12 PMU publishers at a rate of 30 per second 
while contributing less than 10ms of delay. In the longer 
term there will be many more PMUs on the grid so tests 
were done with 100 PMU data streams. 

 
5.2. Experimental setup 

 
To illustrate that GridStat can meet the stated 

requirements we conducted four experiments. All of the 
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experiments ran 100 separate publishers, publishing 
simulated PMU data frames either at 30 or 60 times per 
second. The PMU data frames were composed of six 
phasor fields and 2 digital channel fields which made the 
PMU frame size 42 bytes. With the additional GridStat 
header information and padding, the packet size was 72 
bytes. In all four experiments, a single virtual PDC 
subscribed to the entire set of 100 published data items at 
a rate either of 30 or 60 times per second. All 100 
publishers as well as the PDC were run on a single 
computer. This allowed use of the local clock to calculate 
end-to-end delay without concern for clock 
synchronization. All of the computers used in these 
experiments were current home-PC-class machines 
running Linux, and connected by a switched 100Mbps 
Ethernet.  

 
5.2.1. Single path delay jitter. This pair of experiments 
used three status routers: two edge status routers 
connected by a single internal status router as shown in 
Figure 2. (The difference between edge and internal status 
routers is that edge status routers provide interfaces for 
publishers and subscribers.) Each of the routers ran on a 
dedicated computer. All 100 publishers were connected to 
one edge status router and the PDC was connected to the 
other.  

 
5.2.2. Redundant two-path delay jitter. These two 
experiments were identical to the previous except for the 
addition of a second internal status router that 
independently linked the two edge status routers as shown 
in Figure 5.2. 
 
5.3. Experimental results 

 
Figure 4 and Table 1 present the results of the four 

experiments. In each experiment 500,000 PMU data 
frame transmissions were evaluated for end-to-end delay. 
In all of the experiments all of the frames that were sent 
were delivered.  

 In all four experiments the vast majority of PMU data 
frames were delivered in less than 2ms (bars 0 and 1 on 
the graphs), and over 99% were delivered in less than 
10ms. End-to-end delays above 10ms, summarized in 
Table 1, indicate delay jitter attributable to use of a 
general purpose operating system, and Java with garbage 
collection. Increased delay and jitter when using 
redundant paths is attributable to the additional work 
performed at the edge routers. 
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Figure 3. Redundant path configuration 
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These experiments generally support the feasibility of 

using a multi-casting based infrastructure for PMU status 
dissemination. The phasor data requirements document 
from EIPP, [14], does not specifically address acceptable 
amounts and frequencies of jitter. We believe that both 
the jitter and latency observed in these experiments could 
be significantly reduced in an implementation that did not 
use Java. Of course this requires confirmation. 

Further experiments are also needed to establish the 
number of routers that can be in a path while still meeting 
the delay and jitter requirements. Other GridStat 
experiments have shown a delay penalty of less than 1ms 
per additional router, [4]. Propagation time between 
widely-separated power grid entities must also be added. 

 
 
 

 
 
 

6. Related work 
 

The Wide Area Measurement System (WAMS) on the 
U.S. Western Interconnection uses PMUs to gather data 
from several points in the interconnection to allow off-
line analysis of the grid’s performance, [15]. The data 
gathered has been instrumental in understanding outages 
on the system such as those occurring in July and August, 
1996, [6]. WAMS has inspired a number of commercial 
offerings such as those of, for example,  [11] and  [12]. 

Currently, the Eastern Interconnection Phasor Project 
is deploying PMUs on the Eastern U.S. grid. EIPP is 
developing a communication infrastructure to collect and 
archive the measurements at the TVA, [1]. In addition to 
archiving, the TVA site makes a feed of all the collected 
data available to participating utilities within a few 
seconds after it is collected. GridStat, of course, would 
allow delivery with a few milliseconds of latency. 

The FNET project is exploring uses for a large number 
of frequency monitors throughout the North American 
grid, [13]. Frequency monitors are similar to, but simpler 
than PMUs. FNET uses the Internet, without 
management, to collect data for analysis.  

The Wide-Area stability and voltage Control System 
(WACS) project of the Bonneville Power Administration, 
Ciber, Inc. and Washington State University uses PMUs 
as sensors in a real-time system for stability and voltage 
control, [19]. Calculations from that project provide a 

Table 1. Delays over 10ms

Experiment 
End-to-end 
over 10ms Percentage 

30/s Single Path 173 0.034% 

30/s Redundant Paths 2527 0.505% 

60/s Single Path 108 0.022% 

60/s Redundant Paths 3808 0.762% 
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time budget for creation, delivery and processing of PMU 
measurements in the Western Interconnection. The budget 
is based on the need to respond to a disturbance within 
750-1500ms. Of this time budget approximately 67 ms is 
attributed to communication latency and jitter using the 
project’s current point-to-point communication 
infrastructure. WACS uses a dedicated communication 
network to collect input from its sensors. Other projects 
using networked PMUs for control include [18] and [10]. 

To date none of the power systems projects using 
PMUs has adopted a middleware framework for its 
communication infrastructure. For example, the Data 
Distribution Service (DDS) for Real-time Systems 
Specification by the Object Management Group addresses 
communication of signals, streams and states, [16]. 
Existing implementations of the specification are targeted 
to the LAN environment and do not address QoS 
management issues associated with the wide area, [17, 
21]. The PASS system was designed for monitoring the 
status of a communication network, [22]. It does address 
QoS in the wide area but does not provide independent 
QoS specification for each subscription.  
 
7. Conclusions and future work 

 
The prototype status router is implemented in Java. 

Care has been taken to avoid memory allocation (and 
hence garbage collection) when moving packets through 
the router. Beyond this, no unusual optimizations have 
been used. For production use a language closer to the 
hardware, such as C, or even implementation in 
specialized network processors, [2], should be considered. 
Nevertheless, the current Java implementation on current 
home-PC-class hardware is able to service large numbers 
of PMU data streams. 

In the experiments reported here the packet combining 
feature described in section 3.2.3 played little role. A 
small amount of packet combining was observed during 
the experiments. It was not enough to be a major factor in 
the success of the experiments. 

Although not discussed in detail here the GridStat PDC 
shows how support for periodic updates and redundant 
paths in the infrastructure leads to simple application 
code, [9]. There is no code in the publishers related to 
redundant path routing. The subscriber has code only to 
request redundant paths. Otherwise the application is 
unchanged from the single-path case. Exploration of the 
utility of operational modes for PMU applications also 
remains for future work. 

The complexity of the communication relationships in 
the power grid’s control system is an ongoing challenge 
for the industry. GridStat’s goals are complementary to 
those of efforts such as IEC standards 61850 and 61970 
that provide frameworks for defining object and service 
models for field equipment and information models for 

control centers. There is a great deal of research to be 
done to see how publish-subscribe communications 
meshes with these models. 

Another challenging aspect of the modern power grid 
is the complexity of the relationships between the 
businesses that operate its components. Economic 
competitors must nevertheless cooperate to assure reliable 
grid operation. There is legitimate fear that information 
exchanged for the latter purpose could be used or 
manipulated to provide competitive advantage. PMU data, 
which reveals the power transfer, is therefore potentially 
sensitive. The infrastructure must deliver data on time, but 
also with integrity and only to legitimate subscribers. 
Research in trust management will inform the 
incorporation of these guarantees into the QoS brokers 
and status routers, [3]. 
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