There is currently intense interest in robotic and autonomous systems, both in the technical and engineering communities and more broadly. These systems have always been appealing as they blend social impact, technology, science fiction, and philosophy with newsworthy speculation and sensationalism in imagined futures. These futures might arrive much faster than we thought as technology (sensors, actuators, power, and sensing and learning) converges with strong business drivers and social need. The diverse applications include, inter alia, green mobility (just summon a car-pod to take you to see friends or shops), healthcare robots to serve an aging population, robotic surgery, autonomous freight deliveries, safe and greener motorway driving, and post-accident work in hazardous and uncertain nuclear environments.

A spectrum of systems falls under the “autonomy” umbrella, from incremental improvements to existing automation assistance to fully autonomous future systems. The US National Airspace System’s (NAS’s) 2014 study Autonomy Research for Civil Aviation: Toward a New Era of Flight coined the phrase “increasingly autonomous” (IA) systems and identified assurance as the one critical, cross-cutting challenge. After a detailed examination of the issues, it identified four major barriers to ensuring that IA systems will enhance rather than diminish NAS’s safety and reliability:

- certification process,
- decision making by adaptive/nondeterministic systems,
- trust in adaptive/nondeterministic IA systems, and
- verification and validation.

Addressing the assurance of IA and fully autonomous system challenges will require a multidisciplinary approach with social and political engagement, as these systems’ risks and resilience—or what we would like from them—are by no means clear. As usual, some will reap the benefits and some will suffer the risks, and this division might not be fair. We will probably be more vulnerable to widespread chaos and confusion. How we deal with this and who pays for the systems that recover the situation must be debated. (As we know, markets can drive out resilience unless incentives or regulations are explicitly designed to prevent this.)

Although these autonomous systems will be part of ultra large systems of systems with complex system behavior and will adapt to success, failure, social changes, and political interaction, they must still be engineered to be trustworthy. When I see the certification and assessment effort that goes into a simple device in the nuclear, rail, and aerospace industries, the task of assuring autonomous systems seems daunting.

However, we know that we need appropriate system architectures and trusted components. We need architectures that limit parts of the system that must be highly trusted, building on current ideas of protection systems with static safety envelopes to more dynamic, real-time evaluation of safety invariants based on deeper system properties. These can be thought of—rather fancifully—as prototypical explicit ethical systems in an autonomous systems architecture that can be assured. So, we seek ethical behaviors, some of which will be rule based while others will be an emergent property of the complex and complicated systems and associated software.

Cyber and security issues are enormously challenging. Recent well-publicized car hacking incidents show the risks of not addressing these facets in current systems, let alone future ones. As Terry Benzel discussed in the last IEEE Security & Privacy issue, there’s an ongoing discussion of cyber-related research strategies. This, as well as the updates to the UK strategy that are being discussed now and
will lead to a refresh in 2106, should address the challenges and benefits of autonomy head-on—both because it’s a strategic objective, important in its own right, and because addressing it will pull through technologies and insights that can be deployed from existing automation to fully autonomous systems.

Research and innovation to address the “assurance gap” should examine the basic principles behind assurance to see whether they’re applicable to autonomous systems and what insights a return to basic principles could bring. Recently, I’ve been involved in several initiatives to distill the safety principles for automation systems in the nuclear industry, drawing on the work of the International Atomic Energy Agency and the UK Safety Assessment Principles. This has led to the following principles:

1. Effective understanding of the hazards and their control should be demonstrated.
2. Intended and unintended behavior of the technology should be understood.
3. Multiple and complex interactions between technical systems as well as human systems to create adverse consequences should be recognized.
4. Active challenge should be part of decision making throughout the organization. All stakeholder needs should be accounted for to understand and challenge the case in its structure and presentation.
5. Lessons learned from internal and external sources should be incorporated.
6. Justification should be logical, coherent, traceable, accessible, and repeatable with a rigor commensurate with the system’s required degree of trust.

Can we apply these principles to autonomous systems? It’s interesting that their emphasis on understanding, explanation, challenge, and learning are quite general and raises the question of who, or what, should have this understanding. So, as we reinvent our approach to assurance, perhaps we should shift from thinking of the dependability of these systems as complex automatic gadgets (for instance, how we can apply DO178C or IEC 61508 to them) to whether and how their assurance addresses the principles of understanding, explanation, challenge, and learning.

In addition, we might get more leverage by taking an anthropomorphic viewpoint—whether as a metaphor or quite literally. In the UK, as in many other countries, an individual has to pass only a single practical driving test and an additional theory exam on the rules to drive a car. This might take 25 to 30 hours of driving lessons. Flying a private plane requires 70 (www.aopa.org/letsgo flying/faqs.html). This would seem sufficient to take an individual from almost certain failure to a socially acceptable rate of self-harm.

In simple architectural terms, we can think of this in the usual specific application versus generic platform distinction. One reason we trust the human “platform” is because we assume some built-in characteristics of self-preservation and learned ethics. In addition, there’s evidence that humans can do “similar” or more difficult tasks than autonomous systems, for instance, walk, ride a horse, ride a bicycle, or cross the street in a rush hour—and we have evidence, or a belief, that the abilities required are quite generic. If we have a less trustworthy platform then we require more specific evidence: my blind friend trusts his safety to his guide dog as he commutes into London, but the specific training took far longer than would be required from a human helper. So, fully autonomous systems will be easier to assure and license once they have a trusted and widely used platform.
We might see several tipping points or transitions in assurance, the market, and uptake. The first concerns assurance, when automation becomes too complex to assure unless it’s based on a self-adaptive, explanatory understanding. The second is that, as with PC operating systems in the 1990s, whoever owns the trustworthy platform will dominate the industry. The third is in risk behavior in which the use of an autonomous vehicle is the norm and nonuse must be justified. Finally, when we give autonomous vehicles only a simple driving test, as we do with teenagers, we will know that trust in autonomous transport has really arrived.
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