Yoshi Kohno, associate professor of computer science and engineering at the University of Washington, talks about how academic security impacts commercial security, car hacking, and consumer understanding about privacy implications.

You’ve been a consultant, a graduate-level cryptographer, and a professor. How much impact does academic security have on the commercial world, and what are you doing about that? Academia has the potential to have a huge impact in industry. That’s not to say that every project has a lot of impact, but we have a few diamonds in the rough. One recent example is automotive security. Both at University of Washington and in collaboration with University of California, San Diego, we purchased two automobiles, experimentally tried to understand their vulnerabilities, and then disseminated the results of our research. It had a tremendous amount of impact in the automotive industry and even in government, too.

Most of your publicized work involves hacking things that normal people use every day. What motivated your lab to look into cars in the first place?

One of the underlying themes in our lab is trying to figure out what will be the hot new technologies over the next 5, 10, or 15 years that might have potential security and privacy issues. Can we start looking at those technologies now, so that we can have a leg up on the adversary, so that we can proactively address security issues? What drew us to automobiles was the observation that the modern car is pervasively computerized, which raises the question of whether one of its components is compromisable. I haven’t described the vulnerability that we uncovered or our actual adversarial capability, but there are numerous fraud-detection techniques that automotive manufacturers could do on the back end to detect people either mounting an attack or exploring the attack surface to develop attack capability.

I’ve read most of your car hacking work in the popular press. Can you be a little more technical about what you did with the brake controller?

At the highest level, our work was focused into two phases. In the first phase, we asked, “What might an attacker be able to do if he or she could somehow connect to the car’s internal computer network?” That’s a big if, but there’s actually a port underneath the dash called the OBD-II port—the onboard diagnostics port—that’s federally mandated for emission testing purposes. We plugged directly into that port and tried to figure out what we could do from there. The first step is familiar to some of your listeners: eavesdropping. We sat in the car, turned on the lights, and sniffed the packets being sent over that internal network, trying to see which one was sent with different lights turning on or off. From there, we did a playback attack, which gave us the capability to mimic any sort of operation that we saw on the vehicle during its normal operation. Nothing cryptographic prevented us from replaying packets whenever we wished, and that gave
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us pretty significant control. I mean, we could set the speedometer to whatever we wanted. We could turn all the lights off if we wanted, including brake lights, and so on.

From there, we wanted to explore another class of capabilities, such as disabling the brakes or forcibly engaging them. We knew we wouldn’t see those messages sent over the car’s internal network during its normal course of operation, so we turned to fuzzing. We made specially crafted packets that were constrained in some areas and had random data in others, sent those packets over the car’s internal network, and then watched what happened. Through that process, we learned how to forcibly disengage the brakes so that if someone put pressure on the brake pedal, the brakes wouldn’t engage. We also learned how to create packets that would forcibly engage the brakes so that if someone were driving, the brakes would suddenly lock up.

This involves access to the bus directly. How did you do that through a wireless transmission?

In the second phase of our research, we wanted to explore how someone might gain access to the car without ever physically touching it, and we found maybe four or five different ways to do that. I’ll start with one of the coolest ones.

The CD player is connected to the car’s internal computer network, and we found two problems with it, one of which being how the car’s CD player handled WMA audio files. Give us any song—in our demo, we used Beethoven’s Ninth Symphony—and we could run it through scripts that would produce a WMA file that would play perfectly on a Windows or a Mac machine, but if you burned it on a CD and put that CD in the car, the doors unlock.

There’s so much focus on the external wireless interface, but we really need to think about all the interfaces, even something as simple as a CD player. The risk for this might be low, but it’s still worth keeping in mind that if I post a WMA file on the Internet and someone downloads it, burns it to a CD, and puts it in their car, this type of thing could happen.

Here’s another example. Because our car has a built-in telematics unit that can effectively call 911 if it gets in an accident—a benefit that most major manufacturers now offer—it means it has a cell phone inside it, which means that we can call it. Once we dialed our car’s phone number, we found that we could play the appropriate tone to switch to the in-band modem and then exploit an authentication vulnerability. Once we did that, we could inject a very small payload to do a buffer overflow and get our own code running on the car.

One of the interesting things for us was that this telematics service—again, in an unmodified car purchased off a lot—basically runs a variant of Unix. The car’s cell phone has 3G data and the Internet. We connected to an FTP server at the University of Washington, which downloaded another, much larger program to run on the car—in this case, an IRC client. We started that client, which then connected to our IRC channel at UW, making the car part of our IRC botnet.

When we have a computer company that learned the hard way that security is an important issue and it moves into an emerging space, it tends to think more proactively about security. But when you have an industry that’s succeeded in its own field—automotive, medical, home automation, toys—and starts thinking, “Hey, let’s bring in computers and wireless to boost our business,” you can bet that it hasn’t learned the hard way to think about security. These systems suffer from the same vulnerabilities that Microsoft and others learned to address back in the mid-1990s.

People are attracted to stories about hacking, but they aren’t as interested in how well a company is building its products. How do you get the media to cover good software and system security?

We’ve had some success with the media looking at our educational efforts. I’m very passionate about trying to figure out new ways to teach computer security. I focus on what some people call professional paranoia and others call the security mindset. I prefer the latter term. When people see a new system or product, they say, “Oh, I can’t wait to use it.” Someone with a security mindset sees that product and says, “Oh, I can’t wait to use it. But I’m also curious about how I could abuse it.” I want to give people enough insight into the security mindset that when they go into industry and start working on their own products, they have this memory of the security mindset, just a little bit of a buzz, so that when something that has a potential security issue arises, maybe they themselves don’t know how to address it, but they’re aware of the
fact that they might need to bring in outside experts.

I believe this kind of thinking can be taught, but I believe also that some people are more natural at it than others. I don’t know if we can bring everyone to a level of expertise that a security expert would have, but I do think we can teach people to have a little bit more of a security mindset.

Let’s assume that you can teach somebody to notice that something’s broken. That doesn’t necessarily teach them how to build it properly in the first place. What do you do about that?

The amount of education involved in how to design secure software is pretty intense. I have students for one 10-week quarter, so I have to drill down into what will have the highest impact. If I focus on exploiting one specific technology, like cross-site scripting or buffer overflow, they might learn it, but in 10 years, that knowledge might be dated. If I can teach them to have a security mindset, then I feel like I’ve done my job for that course. My goal is to teach people to know when to involve someone in security, the security expert will then help with the actual design or evaluation of that system. I’m not expecting that everyone from this course is fully equipped to go it alone.

The “Internet of Broken Things” seems particularly rife with invasion-of-privacy problems. How do we get people to understand the kind of privacy invasion that a lot of these products involve?

I think awareness plus action is the key. One example I like to give is when Facebook changes its privacy policy. There’s usually a lot of public outcry, but then a few weeks later, it dies down and people go back to using Facebook again, seemingly having forgotten about this privacy change.
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When you break something, and you go back to the people who built it, have you been able to see how products have improved because of your work? Different industries respond in different ways. We’ve looked at home automation systems, medical devices, children’s toys, and automobiles, and I have to say the automotive industry has had an incredibly positive response. The Society of Automotive Engineers created a new task force focused specifically on computer security and privacy for vehicles. I know that a number of manufacturers have significantly ramped up their efforts with a lot of hiring and security. It takes time to reengineer our future automobiles, but I know they’re really proactively thinking about security. The US National Highway Transportation Safety Administration’s focus on security is a result of the work that we did.

What’s your view of the Edward Snowden revelations, and dragnet surveillance, and the way technology is trending now?
It’s hard for me to step back and think about all these revelations and know crisply what I feel. But one of the things that I think security researchers have known for a long time is that these types of things are possible. I don’t know if my worldview has changed significantly, but I do think that we’re seeing a lot more interest in computer security and privacy, which I think is good for the security and privacy community. People are more demanding of the security technologies out there now.

What kind of security education should all engineers and designers be forced to take?
I think threat modeling and the security mindset. We’ve created a new toolkit at the University of Washington with this goal in mind—we originally called them “the Security and Privacy Threat-Discovery Cards,” but now we’re calling them “the Security Cards.” Visit securitycards.cs.washington.edu for a free PDF that lets you download and print these cards, which are designed to help people brainstorm and learn about threat modeling, who the adversaries might be, what the adversary targets are, and so on.

Is that related to Control-Alt-Hack?
No, Control-Alt-Hack is a game that we did a couple years ago; the Security Cards are something completely different. We have four suits: Adversary Method, Adversary Motivation, Adversary Resources, and Human Impact. We’ve targeted this for AP computer science courses, so someone who has a very cursory introduction into computer science can get some exposure to security. We’re also targeting industry training as well.

There are many ways of using these cards, one of which is to present people with an example system—maybe it’s something they’re working on in industry, or maybe it’s a concocted system that we’ve created for the purpose of the class. We can now take this system and go through the Adversary Motivation cards based on applicability: What might attackers want to do, and why? We can also look at pairings between cards, so if I pick up the Adversary Motivation card, along with the Human Impact card with personal data, how might these two cards relate to the system that we’re analyzing? If any educators are interested in using this system, contact me—we have a grant and can give them away!
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