Requirements engineering

Developers have plenty of reasons to avoid investing in requirements engineering: It is next to impossible to capture user needs completely, and needs are constantly evolving. But can we afford to shut out the customer?
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The gap between software research and practice is no more evident than in the field of requirements engineering. In theory, requirements engineering applies proven principles, techniques, languages, and tools to help analysts understand a problem or describe a potential product's external behavior. In practice, many software customers understandably wonder if anyone is listening.

The technology-transfer gap is a factor in every software-engineering field, but the problem with requirements engineering is more insidious. Even if the research community could formulate the "best" solutions to industry's problems, they most likely could not overcome the biggest problems in requirements engineering today:

- Needs are often impossible to realize until after a system is built.
SIGNPOSTS AND LANDMARKS: A REQUIREMENTS ENGINEERING READING LIST

To learn more about requirements engineering, I suggest you start with some overview books and branch out to periodicals, proceedings, and some classic papers.

OVERVIEW BOOKS. Four books take a broad view of the principles of requirements engineering, instead of pitching a particular approach.

For good insights on how to determine what problem you are really trying to solve, read Donald Gause and Gerald Weinberg's Are Your Lights On? (Dorset House, 1990). Weinberg contributes more of his valuable insights into the role of performing both requirements engineering and design in Rethinking Analysis and Design (Dorset House, 1988).


There are many dozens of other books on the market about specific approaches, be they object-oriented, state-oriented, or structured.

PERIODICALS. This special issue represents the fifth issue the IEEE Computer Society has devoted to requirements engineering.

The January 1975 issue of IEEE Transactions on Software Engineering included an article of the great "early" work on requirements engineering, including landmark papers on SADT, REVS, and PSL/PSA.

In May 1982, Computer captured the next generation of requirements-engineering technology, primarily tools and languages.

By April 1985, some methods papers (SADT, SREM, and TAGS) were included among the languages and testing articles in a special issue of Computer.

Finally, the March 1991 issue of IEEE Transactions on Software Engineering included reports on two relatively mature research efforts, Parnas and RA, and one new research effort to precisely define what completeness is in finite-state, machine-based specifications.


Finally, some papers are classics in the requirements-engineering field:
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Even when requirements are stated up front, it is likely they will change at least once during development, and it is certain they will change immediately after deployment.

The time between the requirements phase and product delivery is usually too long to pinpoint how specific requirements-engineering techniques contributed to a product's success or failure.

CLASSIFIED RESEARCH

Requirements engineering has a fairly narrow goal - determine a need and define the external behavior of a solution - but the range of research into requirements is enormous. Merlin Roman provided the first classification of research topics nearly a decade ago. We believe this number-letter classification scheme helps explain the areas the articles in this issue address.

• e. Improvements to eliciting and understanding needs.

• p. Improvements to documenting
the problem.

b. Improvements to describing the external behavior of the solution, including both functional and nonfunctional requirements.

c. Improvements to ensuring quality in the process or product.

d. Improvements to the maintenance and evolution of requirements.

Research will often address one area to improve a second. For example, prototyping research usually addresses how to describe external behavior, but its goal is to improve elicitation. This research would get the designation be, implying that e is the result of b.

Research in these categories can be further classified according to one of five areas:

P. Principles or rules that should always be true.

M. Step-by-step methods embodied in procedures, techniques, and process.

C. Conceptual models that define underlying semantic concepts (like finite-state machines).

L. Languages.

T. Tools.

Finally, research can be classified as to how soon the research expects its results to be applied to industrial practice:

10. Long-term research, more than 10 years out.

5. Midterm research, five to 10 years out.

2. Experimental "ripe fruit," ready for experimentation in industry, with more widespread use likely in two to four years.

0. "Ripe fruit," already proven (perhaps via joint development by researchers and the practitioners).

TRANSFERRING RESEARCH

Obviously, the ripened fruits of research are the easiest to transfer to industry, but at least four more roadblocks remain:

• Many researchers have little experience with industrial software development, so their proposed solutions often don't match real problems.

• It is extremely difficult to conduct controlled experiments of software in a realistic setting, so techniques or tools are rarely backed up with solid statistics.

Most practitioners consider the results of smaller experiments insufficient "proof" that a new technology or tool is usable.

• Schedule pressures in industry make it difficult to "experiment" with technology that may be new to an organization.

• Market pressures make organizations reluctant to risk wasting precious resources on "unproven" technology.

With these issues in mind, the IEEE Software Editorial Board defined standards for conferences that aim to facilitate technology transfer in selected areas of software engineering.

The International Conference on Requirements Engineering, to be held in April in Colorado Springs, Colorado, is the first conference to be designated an IEEE Software Technology-Transfer Conference.

IN THIS ISSUE

Of the 86 papers submitted to ICRE, we have selected the best three to be featured in this issue. Preceding this group is a short essay by Jawed Siddiqi, who challenges some accepted notions about requirements engineering, to stimulate debate.

The first two articles describe work that falls into the c2 category, but each emphasizes a different part of requirements engineering. Colin Potts and colleagues present the Inquiry Circle model, a structure that stakeholders can use to help clarify information needs—an especially important front-end activity. The model uses a conversation metaphor that encourages discussion about proposed requirements and helps make assumptions and rationales explicit. The authors apply the model to the requirements document of a meeting scheduler and show how scenario analysis—examining particular situations of expected behavior—is effective at surfacing new requirements and identifying inconsistencies in old ones.

Pei Hsia and colleagues also address scenario analysis, but from a more formal view, which is important to back-end activities like requirements validation. It is their belief that scenario analysis is not as widespread as it could be because there is no systematic way of applying it. The authors present a scenario-analysis model and a formal method and use both to analyze, generate, and validate scenarios for a simple PBX system. Although application is limited to systems that have a single response for a stimulus, the method is part of the groundwork for developing a complete scenario-analysis environment.

The authors also show how it supports acceptance testing—important feedback for requirements analysis—which usually cannot be done until after the system is built.

Odd Ivar Lindland and colleagues describe work that falls into the g2 category. Quality is an important part of any development activity, but it is critical to requirements engineering. It is hard enough to get what the customer wants with a good conceptual model. With a bad one it is impossible. The authors look at how others have defined quality goals in conceptual modeling and present their own framework, which addresses not only the goals but how to achieve them. While the framework has not been developed to the extent that it can be used in individual projects, it helps provide a better understanding of quality, which will inevitably lead to more satisfactory products.

In 1991, Davis and Peter Freeman characterized the state of research in requirements engineering as poor and recommended a forum be established to exchange ideas among requirements researchers and practitioners. We hope ICRE will provide that forum and that this special issue brings some promising research to the attention of a much wider audience.
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