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Judging from the traffic on electronic networks, software performance analysis is a hot topic. Are systems "fast enough?" "Reliable" enough? What effect does making changes have on performance? These questions are important in four key areas:

- Graphics workstations have made sophisticated interfaces possible, but response time is critical.
- Real-time embedded systems have strict timing and reliability requirements.
- High-speed networks, designed to support distributed computing on ultrafast CPUs, must be found to be fast enough and cost-effective before significant resources can be devoted to their development.
- Parallel computing poses a similar challenge: Significant speedups and/or larger problem-solving must be achieved to make the additional software, hardware, and programming overhead it requires cost-effective.

These four widely disparate areas all require performance analysis. In the past, performance has either been ignored or been carried out by running discrete, repetitious experiments that produce metrics that were then analyzed by hand.

Today we know that software performance is not a discrete entity that can be observed or measured directly. It is a complex, multidimensional assessment dependent on operational constraints that may or may not have been specified prior to the
analysis. We study today’s complex systems with more than simple measurements: We use instrumenting, modeling, and (software and hardware) simulation.

The overwhelming amount of data produced by today’s analysis systems require that it be digested before it’s presented to the user, possibly with some analysis done or important data highlighted. This issue presents several ways to do this.

DEFINITIONS

Performance analysis is the evaluation of a deed, feat, process, or presentation — software performance analysis is the evaluation of a software event. But evaluation against what standard? Of what characteristics? And by whom? The IEEE’s software-engineering glossary provides some key definitions:

**Performance:** (1) The ability of a computer system or subsystem to perform its functions. (2) A measure of the ability of a computer system or subsystem to perform its functions, for example, response time, throughput, number of transactions.

**Performance evaluation:** The technical assessment of a system or a system component to determine how effectively operating objectives have been achieved.

**Performance specification:** (1) A specification that sets forth the performance requirements for a system or system component. (2) Synonymous with requirements specification.

Clearly, software performance is critical to system performance. Software’s most obvious feature is correctness, so we tend to think of correctness as a first criterion for performance.

**Correctness:** (1) The extent to which software is free from design defects and from coding defects; that is, fault free. (2) The extent to which software meets its specified requirements. (3) The extent to which software meets user expectations.

**Proof of correctness:** (1) A formal technique used to prove mathematically that a program satisfies its specifications. (2) A program proof that results from applying this technique.

Correctness is not a binary decision: Is it correct, yes or no? Correctness from a software-engineering point of view is a twofold assessment of accuracy: (1) Is it logically accurate (Does the computation model what we want to model?); and (2) is it physically accurate (Are the computed values accurate enough to suit our needs?)? In this sense, correctness is more like Barry Boehm’s definitions of verification (Did we build the product right?) and validation (Did we build the right product?) than it is to most formal definitions of correctness.

**MEETING REQUIREMENTS**

In this issue, we focus on the part of the correctness definition that pertains to the extent to which software meets its specified requirements and user expectations. What good is a correct solution if it is not reached quickly enough or if it is not maintainable?

With this view of correctness, we define software efficiency as the degree of fit between the requirements and the discrete confines of time and space, with an eye toward accuracy and some measurable criteria. Performance analysis requires a realistic assessment of a system’s efficiency.

In a nutshell, performance analysis is the measuring, modeling, and subsequent tuning of software’s time, space, efficiency, and accuracy. Software tuning is the iterative application of measurement and modeling interspersed with adjustments. Tuning repositions the work within the performance landscape to fit the contours of the host system, the requirements specification, and users’ expectations.

**PERFORMANCE LANDSCAPE**

The software-performance landscape has a complexity that is manifested in two major ways: First, there are many indicators of system performance to choose from. We call the approach that seeks to reduce or combine the number of performance indicators a coalescing technique.

These techniques are analogous to using a compass to get your bearings and negotiating the landscape of the program on the host system.

Second, the increasing intricacy of systems makes it difficult not only to model them, but also to solve or instrument the model and discover what the solution means. We call the approach that renders complexity palatable an interpretive technique. Interpretive techniques present as much data as possible for human information processing and interpretation, just like a topological map or aerial view.

So there are two major tools for negotiating the performance landscape: measuring and modeling. Measurement, embodied in hardware and software instrumentation and tuning, quantifies a real system. Modeling lets you simulate and analyze a real or proposed system. These tools are often used together — measurement being used to validate a model. Trace-driven simulation is an example of using these methods together.

**THIS ISSUE**

This article collection is a good sampling of the performance landscape. The first four articles deal with measurement, the last two with modeling.

Two articles describe a coalescing technique:

- “Measuring and Analyzing Real-Time Performance” explains a time-complexity function derived from program timing and programmer input about expected timing complexity that fits curve using sound statistical methods.
- “Finite-Element Analysis on a PC” is a case study of how to improve performance based on a program’s timing measurements.

All four articles that describe interpretive techniques present systems that use color graphics under X Windows:
“Traceview: A Trace Visualization Tool” describes a graphical way to study large event trace files that follow a specific, simple format.

“Visualizing the Performance of Parallel Programs” describes ParaGraph, which uses the widely available PICL facility to get the measurement data that drives its displays, thus making a heroic effort at standardization in message-passing multicomputer performance.

“Interactive Visual Modeling from Performance Analysis” describes Q+, descended from one of the earliest visual performance tools and based on queueing networks, probably the most popular performance-modeling technique.

“Performability Modeling with UltraSAN,” also describes visual, hierarchical modeling like Q+, but it uses stochastic activity networks instead of queueing networks. UltraSAN embodies many innovations to keep model size small, thus speeding simulation and aiding analysis.
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