Ensemble Algorithms for Microblog Summarization

We investigate whether off-the-shelf summarization algorithms can be combined to produce better quality summaries. To this end, we propose ensemble schemes that can combine the outputs of multiple base summarization algorithms, to produce summaries better than what is generated by any of the base algorithms.

Summarization of Things in a cyber-physical society involve multi-dimensional Summarization of a wide variety of data, including textual data from various online and offline sources, sensor data, and so on. Especially, crowdsourced textual data from social media sites like Twitter are nowadays important sources of real-time information on ongoing events, including socio-political events, natural and man-made disasters, and so on. On such sites, microblogs are usually posted so rapidly and in such large volumes, that it is not feasible for human users to go through all the posts. In such scenarios, summarization of microblogs (tweets) is an important task. A large number of extractive summarization algorithms have been proposed, both for general text summarization and specifically for microblogs. Few studies have also compared the performance of different summarization algorithm on microblogs. In this work, rather than trying to come up with a new summarization algorithm, we investigate whether existing off-the-shelf summarization algorithms can be combined to produce better quality summaries, compared to what is obtained from any of the individual algorithms.

**Motivation:** We selected nine well-known extractive summarization algorithms and executed all of them on the same set of microblogs. All algorithms were made to generate summaries of 30 tweets. Table 1 shows the overlap between the summaries generated by the different base algorithms for the same dataset (tweets posted during Typhoon Hagupit). The entry $(i, j), 1 \leq i, j \leq 9$ in Table 1 shows the number of common tweets included in the summaries generated by the two algorithms $A_i$ and $A_j$. It is evident that there is very low overlap between summaries generated by various base algorithms. Similar trends are observed for all our datasets. Thus, different summarization algorithms usually select very different sets of tweets in the summaries for the same set of input tweets. The different summarization algorithms are likely to estimate the relative importance of tweets based on different factors, and hence various summaries are likely to bring out different aspects of the input dataset. This large variation observed in the set of tweets...
selected by different summarization algorithms motivated us to devise ensemble techniques that can combine the views of multiple base algorithms to produce summaries better than what any of the base algorithms generate.

### TABLE 1. Overlap of Tweets in the Summaries Generated by Different Base Algorithms for the Typhoon Hagupit Dataset

<table>
<thead>
<tr>
<th>Algo</th>
<th>CR</th>
<th>CW</th>
<th>FS</th>
<th>LR</th>
<th>LS</th>
<th>LH</th>
<th>MD</th>
<th>SB</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CW</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>FS</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>LS</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>-</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>LH</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>MD</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>SB</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>SM</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>

**Present work:** In this work, we propose two ensemble schemes – (i) EnGraphSumm, a graph-based unsupervised ensemble summarization algorithm, and (ii) Learn2Summ, a supervised ensemble summarization algorithm based on the Learning-to-Rank paradigm. The intuition behind our proposed ensemble methods is as follows. Both the ensemble methods consider those tweets that have been selected by at least one base algorithm. The tweets selected by the base algorithms are grouped by the unsupervised method according to some measure of tweet similarity. The unsupervised method then selects one tweet from each group. In this way, the method attempts to select important tweets while reducing redundancy in the final summary. The supervised ensemble algorithm attempts to learn a ranking of tweets according to importance, based on the rankings computed by different base algorithms and the performance of the base algorithms over a training set. The idea is to combine different rankings of tweets and learn how to rank tweets better (for inclusion in the final summary). Motivated by the importance of microblog summarization during disaster events, we perform experiments over microblogs related to four recent disaster events. We show that the proposed ensemble algorithms can combine the outputs of multiple base algorithms to produce summaries that are of better quality than what is obtained from any of the base algorithms. Specifically, our proposed ensemble algorithms achieve up to 8.4 percent higher Rouge-2 Recall scores on average compared to the best-performing baseline. We demonstrate the summaries generated by the base algorithms and some of our ensemble algorithms over a small sample dataset in the supplementary information accompanying this paper (available at http://cse.iitkgp.ac.in/~saptarshi/docs/DuttaEtAl-IS-ensemble-summ-SuppleInfo.pdf). To our knowledge, this is one of the first attempts at designing ensemble schemes for combining the outputs of multiple text-summarization algorithms. Importantly, we do not assume any particular property of the base algorithms; hence, any extractive algorithm can be used in the proposed ensemble framework. Though the present work focuses on summarization of textual data (microblogs), the proposed ensemble approaches are applicable for different types of summarization problems that are important in today’s cyber physical society. We envisage that this work will open up scope for several future works on ensemble summarization, similar to successful use of ensemble techniques on data mining tasks such as classification and clustering.
BASE SUMMARIZATION ALGORITHMS

For the present work, we consider the following nine algorithms as base summarization algorithms – (1) Clusterrank (CR),8 (2) COWTS (CW),3 (3) Frequency Summarizer (FS),9 (4) LexRank(LR),10 (5) LSA (LS),11 (6) LUHN (LH),12 (7) Mead (MD),13 (8) SumBasic(SB),14 (9) SumDSDR(SM).15 These algorithms generally estimate an importance score for each textual unit in the input (e.g., sentence in a document, or a tweet in a set of tweets), and include the textual units in the summary in decreasing order of this score, until a pre-defined length of the summary is reached.

Note that, apart from the ones described above, other extractive summarization algorithms can also be used in our ensemble frameworks. We selected the above algorithms because their implementations are readily available. The supplementary information contains brief descriptions of the algorithms, and the availability of their implementations.

UNSUPERVISED ENSEMBLE SUMMARIZATION

In this chapter, we describe unsupervised ensemble frameworks for summarization. We describe a baseline ensemble algorithm and our proposed graph-based algorithm EnGraphSumm. Let A1, A2, ……,AN be the base summarization algorithms, where N is the number of algorithms considered. For a given set of microblogs, we first run each Ai and obtain summaries of a fixed length (K tweets). Then, we use the ensemble techniques on these summaries, to obtain an ensemble summary of the same length (K tweets). Each base algorithm Ai selects a set of tweets to include in the summary; let Si denote the set of tweets included in the summary output by Ai. The ensemble techniques consider the set of tweets, NiSSi=1∪, i.e., the set of tweets that have been selected by at least one base algorithm. Additionally, for a particular tweet t, let A(t) denote the set of base algorithms which have selected t to include in their summary.

Baseline: Voting Approach

In this simple strategy, each tweet t ∈ S is assigned a score score(t) = |A(t)|, i.e., the number of base algorithms that have selected this particular tweet to include in the summary. Basically, each base algorithm is considered to ‘vote’ for the tweets that it includes in the summary. The tweets in S are ranked in decreasing order of this score, and the top K tweets are chosen to be included in the ensemble summary. If necessary, ties among tweets having the same score are broken by random selection.

EnGraphSumm: Proposed Ensemble Algorithm

We now describe the algorithm EnGraphSumm which consists of three steps. The pseudo code of the algorithm can be found in the supplementary information.

Step 1 Constructing a Tweet-Similarity Graph

EnGraphSumm first constructs an undirected graph G where the tweets in S are the nodes, and two nodes are connected by an edge if the two corresponding tweets are ‘similar.’ Several methods can be used to measure the similarity sim(t1, t2) of two tweets t1 and t2. Specifically, we experiment with the following two methods:

1. Text similarity (TextSim): We consider two tweets to be similar if they contain similar words or terms. We represent a tweet as a bag (set) of words, after removing a standard set of English stop words, punctuation symbols, URLs, @usermentions, etc. To measure the similarity sim(t1, t2), we compute the Jaccard similarity between the bags (sets) of words in the two tweets. This similarity measure lies in the range [0, 1] where the maximum value 1 indicates two very similar tweets.
2. **Vector similarity (VecSim):** Here we consider two tweets to be similar if they have been selected by the same base algorithms to be included in the summaries. We represent a tweet as a binary vector of size $N$ (the number of base summarization algorithms), where the $i^{th}$ term of the vector is 1 if the tweet was included in the summary output by algorithm $A_i$, 0 otherwise. The similarity $\text{sim}(t_1, t_2)$ between two tweets is measured by the inner-product (term-wise product) of the two corresponding vectors. Effectively, $\text{sim}(t_1, t_2) = \left| \bigcup A(t_1) \bigcup A(t_2) \right|$ lies in the range $[0,N]$, and a value of $P \in [0,N]$ indicates that the two tweets were selected by $P$ base algorithms in common.

3. **Embedding similarity (EmbedSim):** Here we construct embeddings of tweets using the popular text embedding tool Word2Vec, and measure the similarity between these embeddings. Specifically, we train Word2vec on the given set of tweets (after stop word removal), using the continuous bag of words (CBOW) model along with hierarchical softmax, and the following parameter values – vector size: 100, context size: 5, learning rate: 0.05, iteration: 500. Word2vec gives a vector for each term (term-vector) which captures the semantic context of the term. The vector for a tweet (tweet-vector) is obtained by computing the average (mean) of the term-vectors in the tweet. The similarity between two tweets is measured as the cosine similarity of the tweet-vectors of the two tweets. This method can be considered as an improved version of TextSim, which can identify similarity between two tweets that are semantically similar but use different terms.

While constructing the graph $G$, we consider a similarity threshold $\text{sim}_n$, and an edge is added between two nodes (tweets) $t_1$ and $t_2$ if $\text{sim}(t_1, t_2) \geq \text{sim}_n$. The choice of $\text{sim}_n$ is described later.

**Step 2 Identifying Groups of Similar Tweets (Nodes in the Graph)**

Once the graph $G$ is constructed, EnGraphSumm identifies groups of similar nodes (tweets). Several approaches can be taken to find groups of similar nodes, out of which we adopt the following:

1. **Identifying connected components (ConComp):** Since an edge between two nodes in $G$ indicates that the two tweets are similar, identifying connected components in $G$ is a straightforward way of detecting groups of similar tweets.

2. **Identifying communities (Community):** Various community detection algorithms for graphs can be used to identify subgroups of nodes such that the nodes within the group are more densely connected to each other than to nodes outside this group. We use the popular Louvain algorithm, to find communities in $G$.

Note that text-clustering algorithms can also be applied to identify groups of tweets (nodes) whose textual content is similar. We leave this direction for future work.

**Step 3 Selecting a Representative Tweet from a Group**

Once a group of similar tweets (nodes) is identified, EnGraphSumm selects one tweet (node) from each group as a representative of the group and adds it to the summary. This selection can be made in several ways, out of which we try the following:

1. **Tweet with the maximum length (MaxLen):** Here we select the tweet having the maximum string length, with the intuition that including a longer tweet would make the summary more informative.

2. **Node with the maximum degree (MaxDeg):** Out of an identified group of nodes, we select the node having the highest degree. This approach follows the intuition that a high degree node in the similarity graph $G$ is similar to more nodes in the group, and hence is a better representative of the group.

3. **Tweet with maximum TF-IDF score (maxSumTFIDF):** In this approach, we attempt to select more ‘informative’ tweets. To this end, we use the popular Information Retrieval measures ‘term frequency’ (TF) and ‘inverse document frequency’ (IDF). A particular tweet $t$ is considered as a bag (set) of words, as described in the TextSim approach. For each word $w \in t$, we
compute (i) term frequency of w in t, and (ii) the IDF of w in the whole set of tweets. Both TF and IDF are log-normalized. Finally, the TF-IDF score of the tweet t is taken as the sum of TF-IDF scores of all words in t. Out of an identified group of similar tweets, we select the tweet with the highest TF-IDF score.

4. Tweet with maximum BM25 score (MaxSumBM25): Several prior works in Information Retrieval have observed that the BM25 ranking model,\(^18\) performs better than the TF-IDF model in the case of short text-like tweets. Hence in this version, the BM25 score\(^18\) is computed for each distinct word, and then the score of each word in a tweet is summed up to get the BM25 score for the tweet. Out of an identified group of nodes, we select the node (tweet) having the highest BM25 score.

Selection of a Similarity Threshold

Our experiments with various microblog datasets demonstrated that it is difficult to choose a suitable value for the threshold similarity \(\text{sim}_{\text{th}}\) that would work well for different datasets. Hence we took the following approach. For a given \(\text{sim}()\), we consider its range \([\text{sim}_{\text{min}}, \text{sim}_{\text{max}}]\). We initialize the threshold \(\text{sim}_{\text{th}} = \text{sim}_{\text{max}}\), and construct the graph \(G\) accordingly. Then we identify groups of similar tweets, and select a representative tweet from each group of size larger than one, considering groups in decreasing order of their size. Larger groups are given preference, since a larger number of similar tweets implies that the common topic of those tweets is more important. Note that once a representative tweet from a group is selected, the other tweets in the group are removed, so as to prevent redundancy in the summary. In the next iteration, we reduce \(\text{sim}_{\text{th}}\) by a step \(\text{sim}_{\text{dec}}\), and construct \(G\) again. This process is repeated until \(\text{sim}_{\text{th}}\) becomes equal to the lowest possible similarity value \(\text{sim}_{\text{min}}\). At this stage, if \(K\) tweets have not yet been included in the summary, then the remaining tweets are ranked in decreasing order of their string length, and the requisite number of top (longest) tweets are selected.

For the TextSim function (Jaccard similarity), \(\text{sim}_{\text{min}} = 0, \text{sim}_{\text{max}} = 1\), and we consider \(\text{sim}_{\text{dec}} = 0.1\). For the VecSim similarity function, \(\text{sim}_{\text{min}} = 0, \text{sim}_{\text{max}} = N\) (the number of base summarization algorithms), and we consider \(\text{sim}_{\text{dec}} = 1\). The detailed pseudocode of the algorithm EnGraphSumm can be found in the accompanying supplementary information.

SUPERVISED ENSEMBLE SUMMARIZATION

This Chapter discusses supervised ensemble algorithms. Here we assume that the datasets are divided into two parts –

1. Training set: For these datasets, we assume we already know (i) the summaries generated by all base algorithms, and (ii) some performance measure (e.g., Rouge scores) of the summaries generated by the base algorithms.

2. Test set: We use the training set to develop ensemble summarization algorithms for the test datasets.

As in the earlier discussion on unsupervised ensemble algorithms, let the base summarization algorithms be \(A_1, A_2, \ldots, A_N\), and \(A(t)\) denote the set of base algorithms which have selected the tweet \(t\) to include in their summary. Let \(P(A_i)\) be some measure of the performance of \(A_i, 1 \leq i \leq N\) over the training set.

Baseline: Weighted Voting Approach

Similar to the unsupervised voting approach, each base algorithm that selected a particular tweet \(t\) (while summarizing the test set) is considered to vote for \(t\). Here, the vote of the base algorithm \(A_i\) is weighted by the performance of \(A_i\) over the training set. Thus, each tweet \(t \in S\) (the union of sets of tweets selected by all the base algorithms) is assigned a ‘goodness score’

\[
\text{score}(t) = \sum_{A \in A(t)} P(A) \quad \text{where } P(A) \text{is the performance measure (e.g., Rouge score) of } A. \quad \text{The}
\]


tweets in $S$ are ranked in decreasing order of this score, and the top $K$ tweets are chosen to be included in the ensemble summary (ties, if any, broken by random selection).

**Learn2Summ: Proposed Ensemble Algorithm**

We now describe Learn2Summ that is based on the popular Learning-to-Rank (L2R) paradigm. For a particular train dataset, we compute score($t$) for each tweet $t$ (as described above), and rank the tweets based on this score. Next we consider a feature-vector for each tweet; the features in the vector are detailed below. We learn a ranking model based on the feature-vectors and the ranked list of tweets according to score($t$), using standard Learning-to-Rank algorithms. The learned ranking model is used to rank tweets for the test dataset, and the top-ranked $K$ tweets are selected for inclusion in the ensemble summary.

Feature vectors: The features are meant to capture the type of tweets that get high scores, i.e., are selected by the base algorithms that perform well over the training datasets. We experiment with two types of vectors:

1. **Base algorithms as features:** We represent a tweet as a binary vector of size $N$ (the number of base summarization algorithms), where the $i^{th}$ term of the vector is 1 if the tweet was included in the summary output by algorithm $A_i$, 0 otherwise. These vectors are similar to what were used for the VecSim unsupervised approach.

2. **Text-based features:** The text-based features essentially capture the informativeness of the tweets, so that the correlation of informativeness of the tweets with their ranking (if any) can be learned. For a tweet, we compute the following features. Note that, apart from the first feature, all features are computed after pre-processing the text by case-folding and removal of English stop words: (1) total number of words; (2) number of words excluding English stop words; (3) sum of TF (term frequency) of all words; (4) sum of IDF (inverse document frequency) of all words, where IDF of a word is computed based on all the tweets in a particular dataset; (5) sum of TFIDF of all words; (6) number of hashtags; (7) whether the tweet is a retweet (binary feature); (8) number of user-mentions; (9) number of numerals; (10) number of nouns; (11) number of verbs; and (12) entropy, computed over all words $w$ in the tweet $t$ as, $H(t) = -\sum_{w} p_w \log p_w$, where $p_w$ is the probability of occurrence of the word $w$ in the particular dataset.

For the L2R algorithms, we used the RankLib library (https://sourceforge.net/p/lemur/wiki/RankLib/) that contains implementations of several popular L2R algorithms. Specifically, we experimented with the L2R algorithms RankBoost, Random- Forest, and MART.

Note that, if multiple training datasets are available, we obtain the ranked list and feature-vectors of tweets for each of the training datasets, and learn a common ranking model from all the training datasets. The results are reported in the next Chapter.

**EXPERIMENTS AND RESULTS**

We now describe our experiments and results. We start by describing the datasets and the evaluation measures used, and then we compare the performance of various summarization algorithms.

**Experimental Setup**

Datasets: We re-use the datasets from our prior work, consisting of tweets posted during four recent disaster events – (i) Bomb blasts in Hyderabad, India, (ii) Typhoon Hagupit in Philippines, (iii) Floods in Uttarakhand state of India, and (iv) Sandy Hook elementary school shooting in USA. The English tweets posted during each event were collected through the Twitter API using keyword search.
We initially considered the chronologically earliest 5,000 tweets for each event. It is known that tweet streams often contain duplicates due to re-tweeting/re-posting of tweets. We removed such duplicates which are not useful for the purpose of summarization. After de-duplication the numbers of distinct tweets in the four datasets are respectively 1,413; 1,461; 2,069; and 2,080.

Evaluation of summarization algorithms: We follow the standard procedure of generating gold standard summaries by human annotators and then comparing the algorithm-generated summary with the gold standard ones. Three human annotators were asked to independently summarize each of the datasets and prepare summaries of $K = 30$ tweets each. Each annotator is well-versed in English and use of social media, and none is an author of this paper.

We used the standard ROUGE Recall scores of the (i) ROUGE-2 and (ii) ROUGE-L variants for evaluating the quality of the summaries. These scores respectively measure what fraction of the (i) bigrams and (ii) longest matching sequence of words in the gold standard summaries are covered by the summaries produced by the algorithms.

It can be noted that summarization is inherently a subjective process, and the same dataset can be summarized differently by different human annotators. We actually observed signification variations in the summaries written by the three annotators for the same dataset – we quantify these variations in the supplementary information. For computing the ROUGE scores reported in this paper, all the three summaries written by the annotators (for a given dataset) were collectively used as the gold standard.

### Table 2. Performance of the Base Summarization Algorithms Averaged Over All Datasets

<table>
<thead>
<tr>
<th>Base algorithm</th>
<th>Rouge-2 Recall</th>
<th>Rouge-L Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClusterRank (CR)</td>
<td>0.08598</td>
<td>0.26838</td>
</tr>
<tr>
<td>COWTS (CW)</td>
<td><strong>0.17896</strong></td>
<td><strong>0.44539</strong></td>
</tr>
<tr>
<td>FreqSum (FS)</td>
<td>0.14732</td>
<td>0.36018</td>
</tr>
<tr>
<td>Lex-Rank (LR)</td>
<td>0.0489</td>
<td>0.15254</td>
</tr>
<tr>
<td>LSA (LS)</td>
<td>0.15994</td>
<td>0.42336</td>
</tr>
<tr>
<td>LUHN (LH)</td>
<td>0.16504</td>
<td>0.40145</td>
</tr>
<tr>
<td>Mead (MD)</td>
<td>0.11719</td>
<td>0.37086</td>
</tr>
<tr>
<td>SumBasic (SB)</td>
<td>0.1012</td>
<td>0.32899</td>
</tr>
<tr>
<td>SumDSDR (SM)</td>
<td>0.09848</td>
<td>0.26016</td>
</tr>
</tbody>
</table>

The best performance is by the COWTS algorithm, and is highlighted in boldface.

### Table 3. Performance of the Unsupervised Ensemble Algorithms in Terms of Rouge-2 and Rouge-L Recall Scores Averaged Over All Datasets

<table>
<thead>
<tr>
<th>Ensemble algorithm</th>
<th>Rouge-2</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voting (Baseline)</td>
<td>0.13976</td>
<td>0.36768</td>
</tr>
<tr>
<td>TextSim–ConComp–MaxDeg</td>
<td>0.15788</td>
<td>0.37436</td>
</tr>
<tr>
<td>TextSim–ConComp–MaxLen</td>
<td>0.16505</td>
<td>0.38597</td>
</tr>
<tr>
<td>TextSim–ConComp–maxSumTFIDF</td>
<td>0.15961</td>
<td>0.3804</td>
</tr>
<tr>
<td>TextSim–ConComp–MaxSumBM25</td>
<td>0.15867</td>
<td>0.37854</td>
</tr>
<tr>
<td>TextSim–Community–MaxDeg</td>
<td>0.14932</td>
<td>0.36934</td>
</tr>
</tbody>
</table>
Performance of Base Algorithms

We first run all the base summarization algorithms on each dataset. Table 2 reports the performance of the base summarization algorithms, averaged over all the datasets. The COWTS algorithm performs the best for all the measures. This result is not surprising, since COWTS is especially developed for summarization of tweets posted during disaster events.

Performance of Unsupervised Ensemble Algorithms

We apply the two unsupervised ensemble algorithms on the summaries produced by the base algorithms. Table 3 reports the performance of the ensemble algorithms, averaged over all the datasets. The voting method (baseline) performs worse than several of the base algorithms, which shows that ensemble summarization is not a trivial problem.

The proposed EnGraphSumm scheme performs better than all the base algorithms in several cases; the performances that are better than that of COWTS (the best base algorithm) are highlighted in boldface. In general, VecSim gives the best performance, followed by EmbedSim and then TextSim. Specifically, the best Rouge-2 Recall score is obtained with the MaxLen function (8.4 percent higher than that of COWTS, the best performing base algorithm), while the best Rouge-L Recall score is obtained with the maxSumTFIDF function (3.3 percent higher than that of COWTS).
Table 4. Performance of the Supervised Ensemble Algorithms in Terms of Rouge-2 and Rouge-L Recall Scores Averaged Over All Datasets

<table>
<thead>
<tr>
<th>Ensemble algorithm</th>
<th>Rouge-2</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted Voting (Baseline)</td>
<td>0.13884</td>
<td>0.38941</td>
</tr>
<tr>
<td>RankBoost with base algos as features</td>
<td>0.16716</td>
<td>0.43417</td>
</tr>
<tr>
<td>RandomForest with base algos as features</td>
<td>0.16170</td>
<td>0.42942</td>
</tr>
<tr>
<td>RankBoost with text-based features</td>
<td>0.18326</td>
<td>0.43846</td>
</tr>
<tr>
<td>RandomForest with text-based features</td>
<td>0.18940</td>
<td>0.44172</td>
</tr>
</tbody>
</table>

The values better than COWTS (the best base algorithm) are in boldface.

Performance of Supervised Ensemble Algorithms

Now we describe the performance of the supervised ensemble algorithms. Since we have four datasets, we follow a training-testing approach analogous to n-fold cross validation with n = 4, as follows. In each iteration, we use three of the datasets for training, and the other as test dataset. We perform four iterations, where each dataset is considered as the test dataset in one iteration, and we report results averaged over the four iterations.

Table 4 shows the Rouge scores for the summaries generated by different ensemble algorithms. Similar to the unsupervised case, we find that the weighted voting scheme performs worse than some of the base algorithms. Among the proposed ensemble algorithms, the RankBoost L2R algorithm performs slightly better when the base algorithms are used as features, while the RandomForest L2R algorithm performs better with the text-based features. The best performance is achieved using RandomForest L2R algorithm with text-based features (Rouge-2 Recall score: 0.189), which is a 5.8 percent improvement over the best base algorithm (COWTS). The Rouge-L score of this ensemble algorithm (0.442) is also very close to that of COWTS (0.445).

Overall, we see that among the proposed ensemble algorithms, the graph-based unsupervised algorithm performs better than the supervised algorithm, both in terms of Rouge-2 and Rouge-L Recall scores. The supplementary information accompanying the paper demonstrates the summaries generated by the base algorithms and some of the unsupervised algorithms developed in this work.

CONCLUSION

Though there have been prior works on ensemble methods for classification and clustering, to our knowledge, this is the first attempt to develop ensemble methods for text summarization. To summarize our contributions: (1) We show that different extractive summarization algorithms produce very different summaries for the same input data. (2) We propose two ensemble algorithms – first, an unsupervised graph-based scheme, and second, a supervised scheme based on Learning-to-Rank – for combining the outputs of multiple extractive summarization algorithms. (3) We demonstrate that it is possible to combine off-the-shelf summarization algorithms to achieve better summarization for microblogs. As one class of summarization methods represent a dimension of processing texts, this research result also verifies the advantages of the multi-dimensional summarization method proposed in Multi-dimensional summarization in cyber-physical society.1

In future, we plan to extend the ensemble schemes to abstractive summarization algorithms by considering different text fragments (instead of whole tweets) selected by abstractive algorithms for generating the ensemble summaries.
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