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R78-34—Reiss, Steven P., "A Theoretic Approach to Automatic Programming" (58pp., Brown University, Providence, Rhode Island)

This paper gives bounds and directions for practical automatic programming. The author first demonstrates that automatic programming is a problem of inverting a semantics-specifying mapping. Then, using a series of simplifications and formalisms, he shows that a specific problem is defined by a mapping that takes the target language into the source, and that automatic programming simply involves inverting this mapping. This concise model is used to determine the bounds of practical automatic programming and those types of mappings that can be used in a practical system. The complexity of the problem depends on the type of mapping to be inverted. The author provides examples of practical problems that can be defined using the appropriate mappings, and discusses new directions for automatic programming.

R78-35—Shrivastava, S. K., and J. P. Banatre, "Reliable Resource Allocation Between Unreliable Processes" (38pp., University of Newcastle upon Tyne, Newcastle upon Tyne, England)

Basic error recovery problems between interacting processes are discussed, and the desirability of having separate recovery mechanisms for cooperation and competition is demonstrated. The paper then concentrates on recovery mechanisms for processes competing for the use of the shared resources of a computer system. Appropriate programming language features are developed based on the class and inner features of Simula and on the structuring concepts of recovery blocks and monitors.

R78-36—Julien, G. A., "Residue Number Scaling and Other Operations Using ROM Arrays" (43 pp., University of Windsor, Ontario, Canada)

Over the last two decades there has been considerable interest in the implementation of digital computer elements using hardware based on the residue number system. This paper considers implementing such systems with arrays of look-up tables placed in high density read-only memories. The type of system discussed is restricted to one in which the only operations are addition, subtraction, multiplication, and scaling by a predetermined constant. Special attention is given to the scaling algorithm, and two different algorithms are developed. Two applications are discussed: one involving the implementation of a multiplier with scaling and the other involving the realization of a second-order recursive digital filter section.


The author shows a one to one correspondence between all the regular k-ary trees with n internal nodes and certain integer sequences. After generating these sequences lexicographically, the paper discusses the ranking function and the unranking procedure. Relations to existing algorithms are also discussed.

R78-38—Perl, Yehoshua, "Average Analysis of Simple Path Algorithms" (27 pp., Report No. UIUCDCS-R-77-905, University of Illinois, Urbana, Illinois)

Given a graph of n vertices and e edges, the average complexity of several known simple path algorithms is analyzed. The average and the standard deviation of the number of the edges scanned to find the target vertex in both breadth first search and depth first search are shown to be of order n. Both the average and the variance of Prim's minimum spanning tree algorithm are shown to require \(O(n \lg n + (e/n))\) time. The same result holds for Dijkstra's shortest path algorithm. Kruskal's minimum spanning tree algorithm, which competes with Prim's algorithm, requires \(O(n \ln \ln n + e)\) on the average.

R78-39—Redinbo, G. Robert, "Finite Field Arithmetic on an Array Processor" (49 pp., Remselaer Polytechnic Institute, Troy, New York)

This paper develops algorithms for implementing finite field arithmetic on general
signal-processing machines. The emphasis is on achieving practical approaches compatible with a wide range of computer systems. The techniques easily mix with normal signal-processing algorithms, obviating the need for special finite field hardware. After outlining the basic principles of finite fields and the general architecture of array processors, the author focuses on multiplication and inversion as the major problem areas. The results employ the fast Fourier transform (FFT) and vector multiplication, both a forte of array processors. Only real arithmetic machine operations are used. The FFT size is proportional to the extension degree of the field, and relatively short transforms can handle very large fields. A logarithmic relationship exists between the field size and the transform length. These algorithms can be abbreviated when the multiplications or calculations use intermediate results. Several multiplicands can be treated simultaneously by extending the techniques for two operands. The corresponding FFT length still only increases linearly with the number of multiplicands. The author presents an iterative procedure for computing element inverses using multiplication algorithms.


For arbitrary \( k \geq 1 \) and \( \alpha \in (0, \pi/2) \), \( A(\alpha) \)-stable \( k \)-th order \( k \)-step formulas exist. Thus in an ODE solver, \( \alpha \) can be an extra parameter used to identify among a family of methods of order \( k \) the \( A(\alpha) \)-stable method that should be used for the particular problem. Two measures for assessing the accuracy of \( k \)-th order \( k \)-step formulas are proposed. The problem of finding the upper bound on the angle of absolute stability for the \( k \)-th order \( k \)-step formulas having the same accuracy (with respect to one of the measures) is considered. Analytical results are obtained for \( k = 1, 2, 3 \) whereas a numerical search is used for the cases when \( k = 4, 5, 6, 7 \).

R78-41—Bruening, James T., "Inverses of Transfer Function Matrices" (38 pp., Baker University, Baldwin City, Kansas) 

This paper investigates a general form for inverse systems of linear sequential circuits. The form for the transfer-function matrix is a linear combination of matrix extensions of the adjoints of square submatrices of the transfer-function matrix of the original circuit. Any inverse system can be written in the form presented here. This result is then utilized to generate polynomial inverses and yield the minimal delay. Finally, upper bounds on the minimal degree of all polynomial inverses of a matrix are established. The results of this paper are limited to transfer-function matrices of full rank.
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