billion in 1985. There is a need to reduce the cost of software development, as compared to 1970 technology, by 80%, in order just to keep in step with the increases in revenues from hardware. Cost reductions from the SP discipline have been widely estimated during the workshop, in the range of 0-33%. The conclusion is not that SP is inadequate, but that the impetus for new software technology will continue and will engulf SP.

How will new technology alter structured programming? Consider first the example of new operating systems technology, illustrated by MULTICS. Due to the facilities for independence, sharing, and interprocess communications, much more responsibility and freedom could be accorded to the team programmers. Namely, the chief programmer will have less to do preparatory to assigning work to the members of his team. He will not be concerned with memory layouts and program linking and loading. Because of the dynamic resource allocation he will not be concerned with hardware considerations. In his system he can freely incorporate parallel processes which can be executed in a large scale multiprocessing environment, which will be very helpful for real-time systems assignments. On the other hand, he will have new responsibilities at the end of the programming activity. Efficiency of such systems can be greatly improved through tuning, which consists of binding or partitioning components of the system—be they data segments, procedure segments, or entire processes.

Expected progress in automatic programming can be summarized as follows: Roughly speaking, the 1940's brought the automation of execution of instructions; the 1950's brought supervisor macros and assembly languages; and the 1960's brought high-level and problem-oriented programming languages. In the 1970's we are looking toward automation of system and module specification languages. Figure 3 illustrates this idea, showing at the center a business program module generator which accepts functional specification as input, and produces a high-level language program. As shown, the generator itself can be generated and modified automatically by the use of special generators that produce the components of the former. It appears that such systems would be problem oriented, and different problem areas would require modified generators. However, each generator could be applied to a wide area of applications, such as for business programs.

Systems of this type are being developed at the University of Pennsylvania for business, econometric simulation and forecasting, and automatic testing of electronic and automotive devices and systems. The specifications prepared by the chief programmer could be fed directly to the automatic system to produce the programs. Therefore, there would be no need for team members to compose programs. The chief programmer would be able to produce an entire large-scale software system. However, he would need assistance in integrating, testing, installation, and updating of the software. The role of the programmers will also change, therefore, as compared to current practices of structured programming.

Conclusions

Guy de Balbine
Caine, Farber & Gordon, Inc.

The main trends discernible both in Session IV and in the general discussion that ended the 1974 Lake Arrowhead Workshop can be summarized as follows:

Languages Implementation languages will evolve through improved control structures for structured coding, language facilities to help prove the correctness of programs, extension of existing compilers via preprocessors, and standardization of new features.

Design languages will emerge via designing in structured pseudo code, computer-assisted tools for design, and methods and/or tools to structure data.

Finally, design and implementation languages will be integrated.
Systems to Support Structured Programming Program development and maintenance aids will be developed, including tools to perform and audit top-down refinement, and project-oriented data bases—an extension of the current program production libraries.

Improved operating systems will be developed, and hardware support will be achieved through an appropriate choice of the underlying machine architecture.

Structured Programming Methodologies SP methodology improvements will include formal design methods, computer-aided design and verification systems, and evolution towards automatic programming.

Transition to Structured Programming In the field, the spread of SP will be aided through consolidation of current efficiency and reliability gains, management commitment to update both the methods and tools, and development of transitional tools to help the conversion.

Educational advances will include teaching how to solve problems, and how to design rather than simply how to code.

Further Ahead Other improvements will include requirements and specification languages, and automatic program generators.
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