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Abstract—Some specific services for Internet of Things, such as
real-time map and providing local weather information, depend
strongly on geographical time and location. We refer to the data
for such service as spatio-temporal data (STD). When STD is
used in a query response system similar to conventional Internet
services, users not only need to acquire data actively as required,
they must also have functions for retrieving data available STD.
Therefore, we propose an STD retention system that uses vehicles
as information hubs (InfoHubs) for disseminating and retaining
the data in a specific area. In our system, InfoHubs diffuse,
maintain, and advertise STD over places and times where the
STD are strongly dependent, thereby allowing users to receive
such data passively within the specific area. Additionally, because
STD are associated with a particular space, the system can reduce
search costs. We also propose an adaptive transmission control
method that each vehicle effectively operates its wireless resources
autonomously and STD are retained and distributed efficiently.
Finally, we evaluated our proposed method using simulations
and clarified that our proposed system is capable of achieving a
coverage rate of nearly 100% for STD while reducing the number
of data transmissions compared to existing systems.

Index Terms—Vehicular networks, Information Hubs, Spatio-
temporal data retention, Adaptive data transmission control.

I. INTRODUCTION

W ITH the development and growth of machine-to-
machine (M2M) and Internet of Things (IoT) tech-

nologies, the number and types of devices equipped with
various wireless interfaces have proliferated and IoT devices
have become increasingly ubiquitous. In the current Internet
paradigm, most data are first gathered by remote servers
connected to networks such as cloud servers and data centers,
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after which they are provided to applications as required.
However, according to an Organization for Economic Co-
operation and Development (OECD) report [1], the number
of M2M devices will grow up to 50 billion by 2020, and
the enormous quantities of small data packets flowing to
the Internet will skyrocket. In fact, Cisco Systems expects
the amount of traffic in 2020 to be 2.7 times more than
that of 2015 [2], and 500 billion devices are expected to be
connected to the Internet by 2030 [3]. To efficiently distribute
so much data, it is necessary to install routers with high
packet transfer performance in the Internet infrastructure and
to increase link bandwidth levels, which means that the load on
Internet infrastructure will increase significantly. Furthermore,
to store and analyze these data effectively, the acquisition of
large-capacity storage modules and high-performance central
processing units is essential.

From the viewpoint of data content, some applications,
such as those that provide weather and traffic information,
are strongly dependent on time and location. In this paper, we
define data generated by IoT devices for those applications
as spatio-temporal data (STD). Because such data are highly
dependent on the time and places where they are generated,
the most effective way to use STD is to provide STD directly
to the users who are at that location rather than accumulating
STD on remote servers for later dissemination. For example,
we consider the case of an ambulance driving to a destination
during an emergency. If a traffic accident occurs at a certain
point along the way and a traffic jam results, the driver will
need to search for alternate routes. However, when using an
existing Internet architecture, such as a cloud service, the
following problems result:

• The ambulance driver has no way of grasping what
accidents may be occurring without sending queries to
a server. (In other words, the ambulance driver must
actively and continuously send queries to the server
before he or she can learn what is going on down the
road.)

• In order to search for alternate routes, the ambulance
driver needs to know the real-time traffic situation of
other routes at that time. (The Internet does not effectively
handle multiple and simultaneous searches that are based
on location and time.)

On the other hand, if it were possible to produce an ar-
chitecture in which events occurring in a particular location
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(STD/content) can be directly and passively provided to users
in the vicinity of that location, the following advantages can
be obtained:

• The users can passively obtain STD that exist in that
space, so they do not need to actively search for relevant
data.

• Because various types of STD are ubiquitous everywhere
and anytime, users can combine these data as needed to
create new content.

In other words, since the “locally produced and timely
consumed” paradigm of STD use is effective for location-
dependent applications, there is a crucial need for a novel
network architecture that can achieve data retention within a
specific area.

In this paper, we focus on vehicular ad hoc networks
(VANETs) as an important network infrastructure type that
can achieve the required level of STD retention. Modern
vehicles have three remarkable features that are not found
in mobile devices, such as smartphones. First, data can be
collected by and analyzed within individual vehicles because
they are equipped with significant amounts of data storage,
battery power, and high-level computational resources, such
as On-board Units [4] and high-performance car navigation
systems with communication interfaces. In addition, with the
advancement of vehicle-to-everything (V2X) technology such
as semi-autonomous vehicle platooning, we can expect that
vehicles equipped with high-performance computing resources
will appear in the near future. Second, V2X communications
can be easily realized because modern vehicles are required
to be equipped with wireless interfaces for short-distance
communication, as outlined in the IEEE 802.11b/g/n, and
11p amendment, which covers dedicated short-range commu-
nications. It should also be noted that some vehicles have
wireless interfaces for wide-area fourth- or fifth-generation
communication. Third, the enormous numbers of highly mo-
bile vehicles operating all over the world can provide a
ready-made foundation from which data can be collected and
disseminated efficiently [5].

Hence, it is clear that the potential for spatio-temporal
information communication within a VANET has made it
possible for us to support the development of a new promising
network infrastructure. In our study, we use vehicles as a
mobile vehicular cloud for STD, within which each vehicle
acts as a regional information hub (InfoHub) to disseminate
and maintain STD within some pre-defined areas. The STD
are ultimately received by users, not the vehicles. For example,
a user passively receives multiple STD packets retained in the
user’s area, and these packets can be used for various activities.
STD management by InfoHub vehicles has the following
advantages:

• Since the users passively receive the STD provided by
the InfoHubs, there is no need for them to be aware of
the existence of the data and no need to search for the
data.

• The workload imposed on Internet cloud servers and data
centers can be reduced.

Novel network architectures for data retention will be

among the important technologies necessary for achieving the
local production and consumption paradigm. However, the
radio resources used by vehicles, as well as other wireless
networks, may become congested due to the increased data
traffic. Since all vehicles in a VANET utilize the same com-
munication channel, frame (data) collisions and certain levels
of interference are inevitable. In networks with large numbers
of vehicles (dense traffic environments), each vehicle could
suffer multiple and frequent frame collisions, thus leading to
a decline in communication quality. Conversely, in networks
with small numbers of vehicles (sparse traffic environments),
each vehicle must accelerate its data transmission activities
due to the scarcity of vehicles available for data transmissions.
With these points in mind, it is clear that the use of adaptive
data transmission control based on utilizing the capabilities of
InfoHub vehicles in response to vehicle density could provide
an indispensable component for distributed data management.

With the above points in mind, we propose an adaptive
data transmission control method for STD retention that can
accelerate the local production and consumption of STD.
More specifically, our proposed method can alleviate channel
interference and achieve a high coverage rate that represents
the percentage of the range in which data are transmitted
by vehicles to the specified geographic range (defined by
the application) during a certain period. In our proposed
method, vehicles adaptively change their data transmission
probabilities based on the density of neighboring vehicles in
order to maintain STD retention within a pre-defined area
and thus allow area users to efficiently obtain local STD. We
performed evaluations using a traffic simulation model that
provided stable and random vehicle densities to approximate
an actual traffic environment. Note that this study is based
on improvements and further evaluations of previous work
contained in [6].

The remainder of this paper is organized as follows. In
Section II, we discuss other works related to data retention in
ad hoc networks. In Section III, we outline our STD retention
system, and then Section IV describes our proposed adaptive
transmission control method in detail. Section V provides the
simulation model, simulation results, and discussion. Finally,
we provide conclusions in Section VI.

II. RELATED WORKS

Li et al. discussed various VANET-related problems, such as
data dissemination and data sharing enabled by the high mo-
bility of vehicles [7] and proposed a geocast routing protocol,
which is basically a location-based multicast routing, to deliver
data from a source vehicle to all other vehicles within a target
area. Maihofer et al. [8] proposed an abiding geocast in which
data are delivered to all vehicles within a target area and then
maintained within those vehicles as long as they remained in
the network. They provided three solutions for retaining the
geocast data within the target area: server approach, election
approach, and neighbor approach. We provide an overview of
these approaches in the following paragraph.

In the server approach, a pre-defined fixed server within the
target area is used to store and periodically transmit data to
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other vehicles within the target area based on a geocast routing
protocol. However, since the server sends data and exchanges
location information among all vehicles within the target area,
it is susceptible to overloading. Recent studies to support
vehicle-to-vehicle or vehicle-to-infrastructure communications
with mobile edge computing [9][10] have not addressed the
dissemination and use of the STD for those locations. In the
election approach, only the elected vehicles maintain the data
and periodically send the data to other vehicles within the
target area. In both of these approaches, broadcasting from
a restricted number of vehicles can result in STD retention
performance degradation.

In contrast, the neighbor approach, which functions without
a dedicated or elected server vehicle, has been studied recently
due to its high feasibility, and a number of systems have been
proposed. These include that of [11], floating content [12],
Locus [13], and our previous work [6][14]. In the method
proposed in [11], a vehicle exchanges navigation information
with neighboring vehicles, identifies other vehicles that are
moving towards the target area, and then delivers the data
to them. In the floating content and Locus systems, each
vehicle has a list of data and exchanges its list for the lists
of the other vehicles it encounters. If any vehicle has data
that are not stored in a neighboring vehicle, the neighboring
vehicle can then acquire the missing data from the vehicle
that has the data. In this situation, the vehicle that has the
data decides what data to send based on the transmission
probability, which changes dynamically depending on the
distance from the location where the data were generated.
More specifically, the transmission probability decreases as
the vehicle moves away from the center of the target area,
which means that some outlying recipients will be less likely
to receive the data. However, if numerous vehicles are present
near the center of the target area, data collisions tend to
occur frequently in VANETs because each vehicle attempts to
send data with high transmission probability at the same time.
In particular, the floating content method has been actively
studied. For example, Manzo et al. used Luxembourg’s traffic
model (LuST) [15] to evaluate the effectiveness of floating
content in urban areas, while Rizzo et al. focused on data
distribution using this method and considered the use of
software-defined networks (SDNs) to achieve it. This method
is a hybrid of the server and neighbor approaches. More
specifically, the server becomes an SDN controller and the
data are collected from vehicles and analyzed to determine
the most appropriate delivery method. However, the processing
load of the SDN controller in this method is high, and the fault
tolerance is still low.

Meanwhile, in contrast to the floating content and Locus
methods, our previous work [6][14] aimed at delivering data
to all vehicles and users within a target area at pre-determined
intervals using a geolocation-based broadcasting method. In
those methods, the transmission probability for periodical data
dissemination is determined based on the location information
of all neighboring vehicles. Thus, those methods require the
vehicles to perform complicated calculations.

In our previous research, such as [14], we focused on a
VANET-based system that disseminates and maintains STD

within a target area by adaptively controlling the data trans-
mission probability in response to the vehicle density, which
is estimated solely by the number of received data trans-
missions. In our newly proposed method, rather than the
location information of all vehicles, as in [14], the process used
for determining transmission probability is simplified because
only the message information is employed. More specifically,
the methods proposed in earlier studies [14] require accurate
location information for all vehicles in order to calculate the
distance between vehicles, which is quite difficult in terms of
computational overhead in a practical environment. Therefore,
the method proposed in this paper uses only the number of data
transmissions to decide the transmission probability, which
means that no complex information (e.g., location information)
is required. We refer to our new VANET-based system as an
STD retention system.

Our STD retention system is similar to a vehicular cloud
computing (VCC) [16][17]. Lee et al. proposed the method
for maintaining the STD in VCC by using information centric
networks (ICNs) that assume the STD “name” is known to
everybody. Hence, in the case of a traffic jam at a certain
intersection, or an ambulance in a certain area, queries to
STD are georouted to the specified location, and the first data
owner that receives the interest query returns the response.
The primary advantage of such VCC-ICN collaboration is that
there is no widespread STD dissemination with in the target
area, and remote users can acquire STD in the area using the
ICN. In contrast, in our approach, the STD are disseminated
within a certain area in order to allow users to access any
STD regardless of the service type (“name”) provided by the
provider. The major difference between these methods is that
our approach passes the data generated at that location directly
to the user for consumption in the same area. Therefore, in our
approach, users do not request data from the vehicular network
(no query). Instead, they passively receive data transmitted by
vehicles serving as InfoHubs. In other words, our system is
specific to the use of STD at a specific location and provides
one solution to the use of STD for vehicular clouds.

III. STD RETENTION SYSTEM

In this section, we describe the assumptions underlying the
STD retention system, the objectives and a use case of our
system design, and its requirements.

A. Assumptions
In our system, we assume that STD is generated by various

types of sensor devices like IoT devices or data providers, and
STD consists of one packet. Furthermore, STD packets are
assumed to include not only data for an application but also
parameters for data retention, such as a central coordinate,
a radius, and a data transmission interval by a data origin.
The data origin allows the STD to retain anywhere by freely
specifying the center of the retention area. However, this paper
assumes that the STD retains in a location relatively close to
the data origin (Must be less than specified retention radius).
If the data origin specifies the center of the retention area
that is too far away, the STD must be transferred to the center
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point. This situation is outside the scope of this paper’s subject.
Moreover, each data origin can set different parameters for
each STD packet.

We assume that InfoHub vehicles are equipped with an
onboard wireless interface that meets not only the IEEE
802.11p but also the IEEE 802.11b/g/n and Bluetooth. Since
each vehicle can obtain location information using its Global
Positioning System (GPS) receiver and has a unique identifier
(ID), such as the serial number of the on-board unit or
the vehicle registration numbers issued in each country, it
can estimate the number of neighboring vehicles based on
the received beacon messages broadcast by other InfoHub
vehicles. Moreover, each vehicle performs an operation to
determine whether it is within the data retention target area.

B. System Objectives and a Use Case

The objective of this system is to achieve data retention,
especially for STD packets that are specific to a target area,
in order to construct a novel network architecture that can
effectively deliver STDs to the users in their location. Such
packets typically contain weather data, traffic reports, real-
time three-dimentional (3D) maps for automotive navigation,
and local store advertisements. To achieve this, we focus on
vehicles with InfoHub characteristics. In this system, since
STD are distributed and periodically transmitted within the
target area, users in this area receive myriad data passively.
However, users can also take advantage of the data at that
location by selecting only the desired data (e.g., using an
application). Thus, a user who enters a particular area can
obtain all STD for that area very quickly. Furthermore, since
multiple vehicles have the same data, a high level of fault
tolerance can be achieved. Finally, since the STD are only
stored on vehicles, no burden is imposed on Internet (cloud)
servers.

Herein we consider a use case for real-time mapping using
this system. On this real-time map, we assume that the follow-
ing information can be plotted: the flow of people, the volume
of traffic, the existence of accidents or inoperative vehicles,
road surface conditions, building conditions, and temporary
road closures due to construction, as well as similar infor-
mation. Such information is continuously changing. Typically,
information types that change slowly over long intervals can be
managed by a cloud service, and users can obtain such infor-
mation via the Internet. On the other hand, information types
that can be used most effectively by consumers located around
the location where the data are generated. Figure 1 shows an
example of a real-time map using accident information. If the
users can obtain information on the accident while they are still
two blocks away, it can immediately be utilized for researching
alternative routes. However, in a query-response system such
as general web services or the dynamic maps [18] that upload
real-time information from unmanned aerial vehicles (UAVs)
or vehicles on to edge servers and clouds to generate maps, it
is difficult for potential consumers to immediately learn that
an accident has occurred because they need triggers (actions)
to cause them to retrieve the information. In our proposed data
retention system, the InfoHubs would diffuse, maintain, and

A user (has smartphones, 
wearable computers, wireless 

devices, vehicles, etc.)

A target area of 
the Spatio-temporal 

data

A circle show wireless 
transmission range of 

a vehicle

1. When a vehicle accident occurs, 
these vehicles transmit the 

accident information as a sender to 
nearby InfoHubs.

2.InfoHubs (vehicles) 
within the target area 

periodically forward the 
information using a 

broadcast in order to 
collaboratively cover 

the entire area.

4. A user within the 
target area can 
passively obtain 

accident information of 
from InfoHubs.

3. InfoHubs transmit 
the information at 

regular intervals. In this 
way, InfoHubs

maintains coverage of 
the entire area and 
attempts to provide 

data to users.

Fig. 1: Use Case of STD Retention System.

advertise information about the accident to vehicles within the
target area, and users could receive that information passively1.
Therefore, users do not need to be aware of the existence
of the data, and there is no need to search for the data. As
a result, users can leverage the information immediately upon
receipt of the data. In other words, this system can successfully
achieve the paradigm of “local production and consumption of
spatio-temporal data.”

C. System Requirements
In this paper, the coverage rate is a performance metric that

indicates how fast users can receive STD. To facilitate rapid
data delivery, the entire target area should be covered within
the transmission range of the InfoHub vehicles. That is, users
should be able to obtain the STD from neighboring vehicles
via one-hop broadcast communication. Additionally, we as-
sume that the transmission range is less than the target area
radius, and we calculate the coverage rate at predetermined
intervals. The coverage rate formula is as follows:

CoverageRate =
SDT

STA
(1)

where STA is the size of the target area and SDT is the size
of the total area where the user can obtain data transmitted
from any InfoHub vehicles within the transmission interval.

Figure 2 shows coverage rate examples. The black dots are
vehicles, and the gray circles indicate their wireless range. A
high level of coverage rate, as shown in Figure 2a, means that
users can automatically receive STD from anywhere within
the target area. In contrast, a low coverage rate, as shown
in Figure 2b, means that users may not receive STD when no
other InfoHub vehicle is near the user’s travel path. Moreover,
since the slope of the change in the coverage rate indicates
the STD dissemination speed, the coverage rate can reveal the
system’s responsiveness.

Since the proposed system requires the rapid acquisition of
STD from anywhere within the target area, each vehicle within
that area needs to transmit data as frequently as possible.
However, high vehicle density levels result in frequent data
transmissions, which inevitably results in data collisions that

1Note that the STD retention system does not assume currently to provide
detailed and continuous data in a brief period, such as inter-vehicle communi-
cation for autonomous cars. The retention system only provides the fact (data)
of the accident to the user, and how to utilize the data is up to the user.
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Fig. 2: Examples of high and low coverage rates.

can adversely affect the coverage rate. In contrast, when
the vehicle density level within the target area is low, all
vehicles should transmit data as often as possible to boost the
coverage rate. Thus, the transmission probability needs to be
changed flexibly in response to the density level of neighboring
vehicles.

IV. NODE-DENSITY-AWARE TRANSMISSION CONTROL

In this section, we describe our proposed transmission
control method, which is based on the number of neighboring
vehicles (neighboring vehicle density), and which aims at
effective retention of the STD within a target area. In our
transmission control method, the vehicles aim to operate as
autonomously as possible without redundant data exchange
between vehicles. Therefore, the number of neighboring nodes
is determined by measuring the data (radio wave) that the
vehicle receives itself, rather than the accurate number based
on the GPS information. In this paper, hereafter, we define
InfoHub vehicles as nodes. This method aims to disseminate
STD by utilizing the appropriate number of nodes within
the target area. Consequently, our STD retention system can
maintain a high coverage while reducing the total number of
data transmissions to the minimum number necessary. Here, it
should be noted that our proposed method is an improvement
to our previous control method [6], and the differences will be
described as appropriate in the paragraph below. In addition,
the subsequent description focuses on retaining one data to
facilitate the explanation. If there are multiple data, a series
of processes operate independently of each data.

A. Data Transmission Timing
In our method, after a node receives data from another

node or a sender, it needs to re-transmit the received data,
as necessary, to ensure STD retention within the target area.
However, to minimize transmission collisions, the transmission
timing of each node is different.

Figure 3 shows the data transmission procedure. In our
proposed system, each node periodically transmits a beacon
message, but data are only transmitted when necessary. Here,
this beacon message is newly defined in our proposed method,
not a beacon that is used for IEEE 802.11p or inter-vehicle

Node 

Beacon transmissionFirst data recepƟŽŶ Data transmission

( th cycle) ( th cycle)

Fig. 3: Data transmission procedure.

communication2. The beacon broadcast interval is fixed at b
seconds. Data are transmitted based on the following proce-
dure. When a node vi receives data from another node, it
first checks the transmission interval of d seconds, which is
included in the data. The subscript i indicates a unique node
ID, i ∈ V , where V is the set of all nodes. Then, that node
randomly determines the next transmission time s(i,t), where
t is the number of cycles of d since the first data reception.
The random determination within d seconds allows the node
to avoid data transmission collisions. The interval d differs
between applications, and we assumed that d is set by a sender.
Furthermore, s(i,t) is calculated at the beginning of cycle t.

B. Adaptive Transmission Control Method
1) Definition of data transmission area.: If all nodes trans-

mit data at different timing intervals, data collisions can be
completely avoided. However, when the number of neighbor-
ing nodes within the transmission coverage area is larger than
the number of transmission slots, collisions inevitably occur.
Accordingly, we designed a new transmission control method
in which the transmission probability changes dynamically
based on the neighboring node density, thereby providing
a high coverage rate with the minimum number of data
transmissions. In our method, nodes within the target area are
classified into two types based on distance from the center of
the target area (data origin point), as shown in Figure 4. The
specific conditions are as follows:

{
0 ≤ x ≤ R+ r (data transmission area)

otherwise (out of area)

where x is the distance between the node and the center of
the target area, R is the radius of the target area, and r is the
additional area where the node operates to retain data. The
distance x is calculated from both GPS information and the
data origin point, which is included in the STD packet. The
area radius R is also included in the STD, and r is determined
by our proposed method. To realize a high coverage ratio in
the target area, r is assumed to extend beyond R because the
nodes outside the target area need to cooperate as well. This

2Note that beacons used in vehicle-to-vehicle communication or IEEE
802.11p can also be used to calculate the number of neighboring nodes for
our proposed STD retention system. In this case, the overhead of beacon
transmissions can be reduced because a transmission of our beacon is not
required.
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Fig. 5: Transmission probability decision process.

is one of significant difference from the previous method, as
discussed in detail in Section IV-C. In Section IV-B2, we show
how the transmission probability is determined in each area.

2) Operation of data transmission area: To provide a
high coverage rate, the nodes in the data transmission area
autonomously adjust their own transmission probability levels
based on the density of neighboring nodes. Figure 5 is a
flowchart of the transmission probability decision process. The
transmission probability is p(i,t), where i is the unique node
ID and t is the number of cycles. The transmission probability
is always set at the beginning of each cycle.

Step 1: In the first step, when a node initially receives data
from other nodes, the transmission probability during the first
cycle, that is, p(i,1), is set to 1. The node always transmits
new data to ensure that the other nodes in the area have the
data. This allows us to increase the coverage rate quickly.

Step 2: The node calculates x between itself and the center
of the target area. When the node leaves the data transmission
area (x > R+r), the node discards the data because it can no

longer contribute to data retention within the target area. This
reduces the storage load in the node. When the node remains
in the data transmission area (x ≤ R+ r), it proceeds to Step
3 to determine the data transmission probability.

Step 3: In subsequent cycles (t ≥ 2), p(i,t) is determined
based on the number of neighboring nodes n(i,t−1). Here,
when the number of neighboring nodes is four or more, the
node’s transmission range has the potential to be completely
covered by that of all neighboring nodes. For example, when
the neighboring four nodes are located to a node’s north, south,
west, and east (the ideal arrangement), the node’s potential
transmission coverage area is already completely enclosed
by that of the other nodes, and the node need not transmit
the data. Therefore, the data transmission probability p(i,t) is
determined based on the number of neighboring nodes n(i,t)

as described below.
If n(i,t−1) ≤ 3, then p(i,t) is set to 1 and d is set to

half. This point is also one of significant difference from the
previous method. When the node density is low, since the
transmission time s(i,t) is randomly determined within the
transmission interval d, the data transmission interval in one
vehicle (s(i,t+1) − s(i,t)) may reach up to 2d, which means
that the number of neighboring nodes is small and the data
transmission interval becomes long. As a result, opportunities
for data exchange with neighboring nodes decrease, and it
becomes difficult to both disseminate and retain the data within
the area. Therefore, the transmission interval d is set to half
and the node always transmits with the data transmission
probability set to 1.

If n(i,t−1) ≥ 4, then p(i,t) is determined based on the
number of neighboring nodes and the number of received data
packets. In our proposed system, only the minimum number
of nodes required to maintain a high coverage rate should
transmit the data. However, in situations where the neighboring
nodes’ locations are radically asymmetrical and have the
potential to become imbalanced, transmission coverage may
be incomplete even if there is a large number of neighboring
nodes. In such cases, the node proceeds to Step 4.

Step 4: To solve the abovementioned problems, we defined
m(i,t) as the estimated value of the number of received data
during t-th cycle and adjusted the transmission probability
based on the m(i,t). The predicted value m(i,t) is given as
in the following equation

m(i,t) = α ∗ l(i,t−1) + (1− α) ∗m(i,t−1) (2)

where m(i,t−1) is the predicted value of the previous cycle,
l(i,t−1) is the number of received data packets in the previous
cycle (actual value), and α is the moving average coefficient.
A node proceeds to Step 5 to decide the p(i,t) based on m(i,t).

Step 5: The node adjusts its transmission probability so that
the number of data transmission in the t-th cycle becomes
the given target value β. If m(i,t) is less than β, the node
can then predict that the number of data transmission is
unlikely to cover the area. Therefore, it must increase its
transmission probability. However, if m(i,t) is more than β,
then the node needs to decrease its transmission probability
because excessive data transmissions will occur in the next
cycle. At the start of the t-th cycle, each node estimates m(i,t)
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and then adjusts its transmission probability. The transmission
probability is adjusted as follows:

p(i,t) =






p(i,t−1) +
β−l(i,t−1)

n(i,t−1)+1 (0 < m(i,t) < β)

p(i,t−1) (m(i,t) = β)

p(i,t−1) −
l(i,t−1)−β
n(i,t−1)+1 (β < m(i,t))

. (3)

In this case, the initial value of transmission probability during
the first cycle is set to β

n(i,t1)+1 . This means that the average
transmission probability of all nodes (including itself and
the number of neighboring nodes n(i,t−1)) is set to control
the number of data transmission as β. If m(i,t) is less than
β, then all n(i,t−1) + 1 nodes increase their individual data
transmission probabilities by β−l(i,t−1)

n(i,t−1)+1 because their estimates
will show that the number of data transmissions will not reach
the β value. However, if m(i,t) is more than β, then the
individual nodes decrease their transmission probabilities by
l(i,t−1)−β
n(i,t−1)+1 because they can predict that excessive transmis-
sions will occur. If m(i,t) is equal to β, then p(i,t) is set to
p(i,t−1) because the current data transmission probability is
appropriate. Note that if the value of β−l(i,t−1)

n(i,t−1)+1 or l(i,t−1)−β
n(i,t−1)+1 is

less than zero, then p(i,t) is set to p(i,t−1), and the transmission
probability range is varied from β

n(i,t1)+1 to 1.
Step 6: Finally, the node broadcasts the data based on

p(i,t). Then, when the transmission timing s(i,t+1) in the next
transmission period d arrives, the node returns to Step 2 and
then repeats the processing sequence.

C. Improvement and Comparison
Table I compares our proposed method with our previous

work [6][14] based on the STD retention system and the
floating content method [12].

First, with a focus on data retention, the proposed method,
previous control method, and previous geographical control
method provide STD directly to the users by distributing
and retaining the data with vehicles within the target area.
However, the floating content method returns the data to the
position where the data were created and stores the data there
using vehicles. The former objective is to encourage users
to utilize the STD that they received by passive reception.
The floating content and conventional vehicular cloud methods
have query-response architectures that require users to request
information.

Next, we look at data transmission overhead. In the floating
content method, each node effectively maintains data within a
specific area by adjusting the transmission probability based
on the distance to the source when the node transmits the
data. However, when a node encounters a neighboring node,
it exchanges the list of data held in addition to the beacon
and then exchanges data with the neighboring node to obtain
data that it does not have. As a result, both the process
and amount of data transmitted may be large, which means
that channel resources may not be effectively utilized. In
contrast, the geographical control method uses the location
and node movement information to effectively retain the
STD. Since the node exchanges this information using the
beacon, the amount of data transmission increases. In addition,

it is conceivable that the calculation cost may increase to
determine the transmission probability based on the position
and movement of neighboring nodes. Finally, the proposed and
previous control methods only transmit beacons and STD to
achieve effective data retention by simple transmission control.
However, the previous control method has an excessive data
transmission problem because all nodes in area r (within the
data transmission area but outside the target area) have a
transmission probability p(i,t) of 1. In addition, the previous
method has a slightly higher computational complexity be-
cause each node uses its movement direction to determine
its data transmission probability. By improving the previous
control method, the method proposed herein achieves simple
and effective retention by controlling the nodes in the r area,
as well as the nodes in the R area.

V. PERFORMANCE EVALUATION

In this section, we report on a simulation-based performance
evaluation of our proposed method.

A. Simulation Models
We evaluated our proposed method using the Vehicles in

Network Simulation (Veins) [19] framework, which simulta-
neously implements both the IEEE 802.11p specification for
wireless communications and the VANET mobility model. As
a result, Veins can combine the Objective Modular Network
Testbed in C++ (OMNeT++) network simulator [20] with
the Simulation of Urban MObility (SUMO [21]) road traffic
simulator.

In our simulations, all nodes were equipped with an in-
terface compliant with IEEE 802.11p. In this paper, we as-
sume that the user receiving the data is a vehicle and can
receive the data using 802.11p interfaces. Furthermore, the
coverage rate represents the percentage of the area where
the vehicle can receive data transmitted at IEEE 802.11p
within the retention area. We used the “Simple Path Loss
Model” introduced in OMNeT++ as the wireless channel
model. The Rx sensitivity for data reception was fixed to -
89 dBm. In our simulation, the Tx power of each vehicle was
set based on the communication range of wireless interfaces.
For example, if the communication range is 300m, the Tx
power should be set to approximately 10.4 dBm (11mW). As
a result, it is possible to evaluate the simulation considering
the vehicle’s communication range and the size of the retention
area. Furthermore, the channel frequency was set to 5.87
GHz, which is used as an unsafe application based on ITS-
G5[22][23]. The transmission rate was set to 6 Mb/s based on
the default value for the configured frequency. The size of the
beacon for our STD retention system was set to 14 bytes. The
beacon contains the media access control address (6 bytes) for
a unique node ID and a timestamp filed (8 bytes). The data
size was set to 1000 bytes assuming one-frame IoT data.

Next, the transmission interval d was set to 5s. The user
stays in the retention area for 5s, and then the user can receive
the data. If d is short, the total number of data transmissions
per unit of time increases. However, if data retention with
a transmission interval of 5s (a heavy load condition) is
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TABLE I: Comparison between our proposed method and related work.

Property Proposed method Previous control method
[6]

Previous geographical
control method [14]

Floating content method
[12]

Data retention Yes Yes Yes No
Overhead related to data
transmission

Low Middle High High

Type of data transmitted Beacons and STD Beacons and STD Beacons with geographi-
cal information and STD

Beacons, lists of STD, and
STD

achieved, our system will be also able to provide effective
data to the user under various environments. Furthermore, the
interval b of the beacon for our STD retention was set to 1s
because it is necessary to grasp the number of the neighboring
nodes in a short period based on the simulation in advance.
In these simulation evaluations, IEEE802.11p beacons are
not transmitted because they may interfere with the pure
evaluation of the proposed method. These parameters are set
as the high load examples for the use of the proposed method.
The moving average coefficient α of our proposed method
was set at 0.5 in order to average the estimated number of
neighboring nodes. The number of simulation trials was set at
ten. A different mobility pattern of the traffic model was used
for each trial.

As comparison methods, we used a naive method, our
previous control method based on [6], and a geographical
control method [14]. In the naive method, the transmission
probability p(i,t) of all nodes is always set to 1 in the
simulation area, so that it provides the case with the largest
consumption of wireless resources within the retention system.
We expect that the naive methods can obtain results close to
Floating Content, which always exchanges data when passing
neighboring nodes.

To show the effectiveness of our proposed method, we used
three simulation topologies. The first topology in which a
stable number of neighboring nodes is maintained, as shown
in Figure 6. In this topology, rows of vehicles are placed at set
distances and run alternately from the east and west directions
every 200 m. The vehicle that reaches the edge of the road
is lost, but the new vehicle is generated from the opposite
edge of the road. The number of neighboring nodes is kept
constant in order to evaluate the fundamental performance
of the proposed method. Incidentally, this topology is not
realistic. The second topology used a random traffic model that
is produced by assuming actual vehicle movements, as shown
in Figure 7. In this topology, nodes with randomly generated
starting and endpoints operate on a road grid with a spacing
of h meters. The vehicle randomly determined the driving
road from the candidate for the destination direction at the
intersection. A traffic signal was installed at each intersection.
The third topology used an urban traffic model using the
Luxembourg SUMO Traffic (LuST) model [15] in order to
evaluate the proposed method under a more practical mobility
environment. LuST also reproduces vehicle generation and
signal behavior. In Sections V-B to V-G below, we compare
our proposed method with the previous control method and the
naive method and discuss the simulation results using both first
and second topologies. After that, we compare our proposed

200 m

2200 m

2200 m

Fig. 6: Simulation topology 1.

[m]

[m]

[m]

h

Fig. 7: Simulation topology 2.

method with the previous geographical control method using
an ideal transmission probability combined with the random
topology discussed in Section V-H. Finally, we compare our
proposed method with the naive method using LuST model in
Section V-I. 3

In this paper, in order to clarify the performance of the STD
retention function, we set the center point of STD retention
as the location of the data origin. The STD starts to retain
at the beginning of the simulation and retains for a period of
time. Therefore, in this paper, we focus on the data retention
of a single piece of data is targeted, but the retention system
of multiple and different types of data is proposed separately
[24].

3Here it should be noted that we do not introduce the obstacle in our
simulation evaluation. In our proposed STD retention system, each vehicle
autonomously controls data transmission according to the detection status of
beacons and data. In an environment where beacons and data do not reach
due to obstacles, each vehicle responds autonomously and adaptively, such
as increasing the transmission probability. Therefore, the presence or absence
of obstacles will not significantly affect the performance of data retention.
Thus, we did not introduce any obstacles in our simulation to evaluate the
feasibility of our STD retention system’s behavior, the maintenance of high
coverage, and the reduction in the number of data transmissions.
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B. Node Density Impact

In this simulation, we investigated how node density af-
fects the coverage rate, transmission reduction rate, and the
total number of data transmissions. We used the simulation
topology of shown in Figure 6 and set β = 4 because
the minimum number of nodes necessary to provide total
transmission coverage over the target area is four. Furthermore,
the communication range of the node was set to 300 m, the
target area radius R was set to 750 m, and r was set to 250 m
(which is the distance that a wireless communication can reach
in one hop). In this environment, we evaluated the performance
of our proposed method in cases where the node density was
changed by varying the distance between nodes from 100 to
300 m. As an additional comparison method, we also show the
results of the proposed method without the support of nodes in
the r area. As a result, the average number of nodes within the
transmission range of a given node (i.e., 300 m) also varied
from approximately five to 16.

Figure 8a shows the average coverage rate and 95% confi-
dence interval in the steady-state. This steady-state denotes the
period from 70 to 90 s after the start of simulation because data
retention has already been completed. Since the cycle period
is 5 s, the coverage rate is the average value measured over
four cycles (i.e., 20 s). From these results, it can be seen that
the naive method achieved a coverage rate of almost 100% for
all node conditions because the method sends data every cycle
regardless of the number of neighboring nodes. From Figure
8b, we can see that the total number of data transmissions was
highest for the naive method.

The coverage rates of both the previous method and
proposed methods exceeded about 99.5%, but while these
schemes were inferior to the naive method, they could still
deliver data throughout the target area. Figure 8c shows
the reduction rate in the total number of data transmissions
compared with that of the naive method. These results show
that the proposed method reduced the maximum number of
transmissions by up to 60%, thus indicating that it retained
data more efficiently than the previous method. The vehicles
within r of the previous method always transmits data when
they are moving toward the center of the target area. On the
other hand, the vehicles within r of our proposed method de-
termine the data transmission probability based on the number
of neighboring nodes and the number of data transmissions
as well as the vehicles within R. As a result, the proposed
method can reduce the number of data transmissions while
maintaining a high coverage rate as the previous method.
In addition, the number of data transmissions in Figure 8b
show that data transmissions by the proposed method were
almost constant even when the number of neighboring nodes
increased. These results show that probabilistic transmission
control of the proposed method works effectively.

However, the coverage rate of the proposed method without
the support of the r area was lowest because nodes outside the
target area do not assist with data retention. In other words,
those results indicate that it is difficult to retain data using
only nodes within the target area. The impact of the r area is
discussed in Section V-F.

C. Impact of β Value
Next, we investigated the impact of the value of β. In this

simulation, the number of neighboring nodes was fixed at
approximately 16 (with a distance between nodes of 100 m),
and the β value was varied from 2 to 12. Other simulation
conditions were the same as described in Section V-B.

As shown in Figure 9a, the coverage rate of the naive
approach was always 100% regardless of the β value, be-
cause the transmission probability of all nodes was always
1. Other methods had increasing coverage rates as the β value
increased, and the coverage was more than 99% when β was
4. In particular, when the β value was low, the performance
levels of the proposed and previous methods were different due
to the behavior of the nodes in area r. Since the transmission
probability of those nodes in the previous method is always 1,
the coverage rates are improved even if the β values were low.
However, since in the proposed method those nodes transmit
based on (3), the number of transmissions did not increase,
and the coverage rate was reduced.

Focusing on the number of data transmissions in Figure 9b,
we can see that the naive method continuously transmitted data
regardless of the β value. Since the proposed and previous
methods increase the transmission probability with increasing
β, their data transmissions increased. When β was more than
4, the proposed method could reduce the number of data
transmissions compared with the previous method. In Figure
9c, which compares the transmission reduction rates for the
three methods, the proposed method had a reduction effect of
about 1.5 times compared with the previous method.

Additionally, in all the graphs of Figure 9, the performance
of the proposed method without the support of the r area
nodes appeared to be good because the average number of
neighboring nodes in this scenario was 16. In other words,
when the node density is very high, it is possible to achieve
high levels of performance using only the nodes within the
target area.

D. Location-aware Analysis
Next, we investigated the data transmission status of nodes

in different target area positions in order to obtain more
detailed performance information. The simulation environment
was the same as that in Section V-C. To perform this eval-
uation, we separated the target area into two different sub-
areas: (a) an edge area, comprising nodes that can receive
data transmitted from nodes in the r area and (b) a center
area, comprising nodes that cannot receive data transmitted
from the r area. The radius of the center area was 450 m. The
edge area was defined as the area within a radius of 750 m
but outside the center area. Our evaluation considered how the
location differences impact the number of data transmissions.

Figure 10a and 10b show the average number of data
transmissions in the center area and the edge area, respectively.
From Fig. 10a, it can be seen that the number of data
transmissions in the center area of all methods could be
controlled to nearly the β value. On the other hand, from Fig.
10b, the average number of data transmissions in the edge area
of the previous method was clearly larger than the β value
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Fig. 8: Simulation results with changes in node density.
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Fig. 9: Impact of β values.
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Fig. 10: Average number of data transmissions for nodes in
center and edge areas.

when the value of β was low. This is because the nodes in the
edge area could receive data from those in the r area, which
means they could receive many data transmissions. Because

multiple nodes in the r area were always transmitting data,
redundant data transmissions occurred. Next, the number of
data transmissions in the edge area of the proposed method
without the support of nodes in the r was insufficient to
achieve β, especially for high β values. This is because the
density of nodes in the edge area was insufficient and data
transmissions from nodes in the r area were not provided
at all. Finally, we can see that nodes in edge area of the
proposed method adjusted the number of data transmissions
to nearly the β value. This indicates that, in order to reduce
the number of data transmissions while maintaining a high
coverage rate in the target area, the cooperation of nodes in
the r area is indispensable, and that these nodes need adaptive
data transmission control.

E. Impact of β and Node Density
Next, we investigated the performance of the proposed

method while varying both the β value and the number of
neighboring nodes. In this simulation, the β value ranged from
2 to 12, and the number of neighboring nodes was set to 5, 8,
10, and 16. Figure 11 shows the average coverage rate and the
number of data transmissions for the proposed method. From
this figure, we can see that, the proposed method achieved
high coverage rates regardless of the number of neighboring
nodes when the β value was more than 4. Therefore, we
concluded that the β value should be at least 4 in the proposed
method. Furthermore, from Figure 11b, it can be confirmed
that the number of data transmissions became saturated when
the β value exceeded the number of neighboring nodes. In
other words, more effective data retention can be achieved by
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Fig. 11: Simulation results for various β values and node
density conbinations.

adjusting β according to the number of neighboring nodes.
This evaluation will be another topic of our future work.

F. Impact of r Area Size

To investigate the effect of the r area size, we evaluated the
performance of the proposed method for various values of r.
In this simulation, the communication range of each node was
set to 300 m, the target area radius R was set to 750 m, and the
value of the β value was set to 4. The model topology shown
in Figure 6 was used. The r area was varied as a ratio from 0
to 1 according to the ratio of r to the wireless communication
distance. The coverage rate and the transmission reduction rate
(in comparison to the naive method) in R + r for various
numbers of neighboring nodes are shown in Figures 12a and
12b, respectively.

Figure 12a shows that all coverage rates are improved as
the value of r increased. This result indicates that the data
retention in the target area are improved due to the cooperation
of more nodes outside of the target area. In particular, the
coverage rates reached 99% when the value of r exceeded
0.75. In contrast, the data reduction rate was constant for
increasing r in Figure 12b. This indicates that the nodes in the
r area properly controlled the number of data transmissions
by probabilistic data transmission as well as the vehicles in
R, regardless of increases in the number of nodes located in
the r area. These results indicate that the cooperation of nodes
within the wireless communication range but outside the target
area is required to achieve effective data retention.
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Fig. 12: Simulation results for different r areas and neighbor-
ing node numbers.

G. Performance Evaluation with Random Topology
Next, to demonstrate the effectiveness of the proposed

method in environments where the number of neighboring
nodes dynamically changes because of node mobility, we con-
ducted a performance evaluation using the random topology
shown in Figure 7. In this simulation, R was 750 m, r was
250 m, the wireless communication distance was 300 m, the
β value was 4, the width W of the simulation field was 2200
m, and the distance h between each road was 200 m. The
numbers of randomly generated nodes were 77, 121, 168, 231,
and 300, depending on the number of nodes in the topology of
Figure 6. The naive method was only used for comparison to
simplify the discussion. This is because the evaluation using
the first topology up to SectionV-F revealed the effectiveness
of the proposed method compared to the previous method.
Furthermore, the number of simulation trials was set at 100.

Figures 13a and 13b show the average coverage rate and the
transmission reduction rate, respectively. When the number of
nodes was 77, the coverage rate of the proposed method is
varied greatly in each trial and the average value was as low
as 99%. Because of the random movement of nodes, some
nodes may not have had sufficient neighboring nodes. This
situation improved when the number of nodes increased. The
coverage of the proposed method was still approximately 0.5%
lower than that of the naive method. However, Figure 13b
shows that the proposed method succeeded in reducing the
number of data transmissions by approximately 70% when the
number of nodes was 300. Moreover, since the coverage rate
of the proposed method becomes approximately 100% when
the number of nodes was 168, the proposed method could be
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(b) Transmission reduction rate compared to naive
method.

Fig. 13: Simulation results for different numbers of nodes in
random topology.

realized when 100 or more vehicles were within the 2,000m2

target area where R was 750m and r was 250m (r + R =
1,000m). This number of vehicular nodes is necessary for a
target area of this size.

H. Comparison to Geographic Control Method

We compared the performance of the proposed and geo-
graphical control methods with ideal transmission probabilities
based on geographical information [14] on a random topology.
The geographical method controls the transmission probability
based on the exact position of each node. In this simulation,
R was 500 m, r was 125 m, the wireless communication
distance was 150 m, the β value was 4, the width W of the
simulation field was 2000 m, and the distance h between each
road was 250 m. The number of randomly generated nodes
was varied from 250 to 1000, because this scenario assumes a
more realistic node-dense environment, such as the Manhattan
model. Furthermore, the number of simulation trials was also
set to 10 in this scenario.

Figure 14a shows the average coverage rate, while Figure
14b shows the number of data transmissions per second for
the naive, proposed, and geographical methods. The coverage
rate showed that while the proposed method could attain a per-
formance level equivalent to that of the geographical method,
that level decreased slightly as the number of nodes increased.
The proposed method was unable to cover some areas because
it controls the data transmission probability based on the node
density and the number of data transmissions. However, the
difference between the proposed and geographic methods was
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Fig. 14: Comparison of simulation results to geographical
method on random topology.
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Fig. 15: Beacon packet payload results. The transmission rate
was calculated as beacon packet size times number of nodes.

less than 1%, so users would not experience a significant
variance in their data reception performance.

Finally, Figure 15 shows the beacon payload transmission
rates for an increasing numbers of nodes. The beacon in the
proposed method contains the media access control (MAC)
address (6 bytes) for a unique node ID and a time stamp
field (8 bytes), while the beacon message of the geographical
method contains position information (x, y, z coordinates,
which we assumed to be 8 × 3 = 24 bytes) in addition to
the MAC address and the node ID. In other words, the beacon
payload size for the proposed method is 14 bytes, while it is 38
bytes for the geographic method. As can be seen from Figure
15, the beacon transmission volume in the geographic method
is increased with the increasing number of nodes, eventually
consuming a significant amount of wireless resources. Thus,
regarding the effective use of wireless resources, the proposed
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Fig. 16: The urban map of Luxembourg.

TABLE II: The number of nodes at each time.

Time The whole urban area The retention area
5:00 a.m. 724 54
6:00 a.m. 1674 191
7:00 a.m. 3902 481
8:00 a.m. 5345 700

and geographical methods can be said to have a trade-off
relationship. However, the proposed method operates using a
simple mechanism that does not require complex computations
and can still achieve performance levels close to those possible
with the geographic method, which employs ideal transmission
control with a higher computational overhead.

I. Performance Evaluation using the Urban Model LuST
Finally, we compared the performance of the proposed and

naive methods on the urban traffic model LuST in order to
demonstrate the effectiveness of the proposed method in a
more realistic environment. In this simulation evaluation, the
STD is retained at any point in Luxembourg, as shown in
Figure 16. The LuST’s mobility and traffic light model is used
“shortest path with rerouting and activated traffic lights.” R
was 750 m, r was 250 m, the wireless communication distance
was 300 m, the β value was 4, and d was 5 s as well as
previous evaluations. We evaluated the coverage rate and the
number of data transmissions when the data origin retains STD
at 5, 6, 7, and 8 a.m. for 2 minutes. Table II shows the number
of nodes in the whole urban area and the retention area (R+r)
at each time. A naive method in which the coverage ratio is
maximum and the number of transmissions is maximum is
used as a comparison method.

Figure 17a shows the average coverage rate per d at each
time. The coverage rate of both methods at 6 a.m. was
approximately 93%, but the one reached almost 100% after
7 a.m. The number of nodes in the retention area at 6 a.m.
was 54; it was insufficient to retain STDs throughout the
retention area. From this result, it can be seen that a certain
number of nodes is necessary to retain the STD in a realistic
environment. On the other hand, Figure 17b shows the total
number of data transmissions at each time. The total number
of data transmission of the naive method increased over time,
i.e., as nodes increased. The total number of data transmission
of the proposed method did not increase much after 6 a.m. In
the proposed method, since the node operates transmission
control based on the neighboring node density, the number of

data transmissions can be reduced even if the number of nodes
increases.

Furthermore, Figures 17c and 17d show changes in the
coverage rate and the number of data transmissions overtime
at 7 a.m. Since there is a sufficient number of nodes within
the retention area, the STD is spread over the whole retention
area in the first cycle of d after data transmission of the data
origin. The number of data transmissions of the naive method
is approximately 500 in each cycle of d. On the other hand,
in the proposed method, a large amount of data is transmitted
for data diffusion in the first cycle, but the number of data
transmission can be suppressed to approximately 100 after the
data diffusion is completed.

From the above results, it is clear that the proposed method
can achieve high coverage while suppressing the number of
data transmissions even in a more realistic traffic mobility
environment.

VI. CONCLUSION

Our objective in this study was to achieve STD retention
within a target area by allowing users to receive all STD
passively from anywhere within a target area without the
need to conduct any kinds of searches. To achieve this, we
proposed an STD retention system that utilizes a VANET
constructed from InfoHub vehicles. We also proposed an adap-
tive transmission control method that is used to set the data
transmission probability based on the density of neighboring
vehicles. In our proposed method, each vehicle first estimates
the number of neighboring nodes based on the received beacon
messages. Then, each node sets its probability adaptively by
considering both the number of neighboring vehicles and the
number of data transmissions during a previous time cycle.
Through simulations, we clarified that our proposed method
could control data transmissions in response to vehicle density
changes. Although only one type of data was addressed in our
study, it is obvious that various types of data must coexist in
such environments. Therefore, in future work, we will extend
the method to encompass the handling of various types of
data simultaneously and to retain multiple pieces of continuous
data. We will compare and analysis the performance related to
data retention between our proposed method and other relared
works for the spatio-temporal data utilization using vehicular
networks, such as vehicular cloud networks. Furthermore, we
will evaluate the effectiveness of the STD retention system us-
ing a realistic evaluation environment, including the obstacle’s
effect and multi-agent system.
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