In the late 1960s, tensions were erupting in corporate and academic computing cultures in the United States and abroad with competing views about the state of computer programming and possible future implications. This article examines the computer programming cultures during this period by viewing them through the lens of two dissimilar leaders, Grace Hopper and Edsger Dijkstra, who emphasized pragmatic versus theoretical stances, respectively.

Approximately 20 years after the first programs were run on the first electronic computers, a discourse about a “software crisis” was ignited when NATO hosted a conference on the topic of software engineering that engaged university professors, computer manufacturers, and computer programmers. For some, there was concern about the state of programming itself—its methods, its complexity, and its lack of theoretical underpinnings. For others, there was the specter of a labor shortage as organizations faced challenges such as increasing the supply of skilled programmers and decreasing costs during a period of unprecedented growth in commercial computing applications.

The rhetoric of crisis, revolution, and promise in the discourses of computer programming can be viewed through the lens of two highly influential leaders who were prominent during the proximate timeframe of the 1968 NATO conference. One of these leaders was female and did not attend the event; the other was male and played a significant role in the NATO conference deliberations. Grace Murray Hopper (1906–1992) and Edsger Wybe Dijkstra (1930–2002) articulated views about the role of computer programming in the domains of commercial and academic computing, respectively, shedding light on debates that were emerging about whether there was a crisis in computer programming in the 1960s and what should be done about it.

I have selected Hopper and Dijkstra as representatives of different discourse communities that offered alternative views on the “right” direction for the future of computer programming. As Turing Award winner Robert Floyd observed, “In computer science, one sees several such communities, each speaking its own language and using its own paradigms.” While Floyd invoked Kuhn’s theory of paradigm, Kuhn speaks of paradigm in the context of scientific revolution, where a new theory overtakes the old. In this process, concepts and terms become “incommensurable,” leading to some terms dropping out of use and others being redefined to be compatible with the new scientific theory. However, Kuhn’s position on the language of paradigm shift is limited in its ability to serve as a conceptual tool for understanding multifaceted discourses of computer programming communities.

Accordingly, I am influenced by Paul Edwards’ expansive definition of discourse as “a background of assumptions and agreements about how reality is to be interpreted and expressed, supported by paradigmatic metaphors, techniques and technologies and potentially embodied in social institutions.” In The Closed World, Edwards argued that to fully understand the computer, we must uncover the social and political meanings that include the conceptual models we build, the metaphors we use, and the experiences we have with the computer. While Kuhn’s paradigm is useful, Edwards argues that it will not accommodate the complexity and multiplicity of discourses that coexist in different communities; such discourses sometimes compete and other times intersect and align, depending on the context. Edwards is influenced by Foucault in his accommodation of this complexity.
For my purposes, discourses can illuminate ongoing sites of struggle by revealing power dynamics and claims of legitimacy in different communities. Discourses can reveal values and beliefs and uncover the origins of tensions that endure over time. In this article, I use discourses of computer programming to help reveal tensions between practice and theory during a critical period in the history of commercial and academic computing. Specifically, I use Hopper and Dijkstra as models and exemplars that align with the dominant values and beliefs of their primary communities—industry and academia, respectively. I focus on representations of programming that brought both meaning and resonance to an evolving communicative system. In this way, my approach is also similar to the “symbolic heterogeneous engineering” method of Charles Bazerman, who unearthed tensions between entrepreneurial innovators and scientists in the discourses surrounding Edison and the history of electric light.8

When examining the artifacts of computer programming discourse, it is important to acknowledge the different timeframes and institutional contexts that Hopper and Dijkstra inhabited before we consider the overlapping decades of their words and practices. After a brief overview of their early histories and highlights of their lifelong careers, I will focus primarily on the period from the 1950s to the early 1970s, which encompasses the time when they produced their major works. I will also examine statements Hopper and Dijkstra made in the 1970s and 1980, referring to both early computing and this focal period. My sources include public speeches, published documents, meeting minutes, and occasionally, their personal reflections published in later writings and oral histories. During the focal period, they were both persuasive leaders for their primary constituencies—for Hopper, practitioners in commercial and military institutions, and for Dijkstra, theoreticians of computer science in academic departments. The broader historical context of Hopper and Dijkstra also highlights the cultural complexities of gender in computer programming, a durable phenomenon that continues in contemporary computer programming cultures.

Historical Context: Hopper and Dijkstra
An examination of Hopper and Dijkstra’s histories reveals that these two pioneers of programming were from different generations and had radically different entry points into computing, which informs our understanding of the origins of the attitudes and beliefs that reverberate through their long careers. Hopper’s entry into computing was an unexpected consequence of fulfilling her personal goal to serve her country during World War II. After receiving a PhD in mathematics from Yale University and embarking on a first career as professor at Vassar College, she decided to leave academia to join the United States military. In 1944, Hopper began her computing career at Harvard’s Computation Laboratory, serving as a military officer under Howard Aiken,9 where she became one of the first programmers on the Automatic Sequence Controlled Calculator, known as the Mark I computer.10 Hopper was a major innovative force in programming the new Harvard computer before the term “programming” had entered the computing lexicon.11

After her work at Harvard, Hopper joined the Eckert-Mauchly Computer Corporation (EMCC) in 1949, choosing this small company over many other opportunities because of its exciting startup environment12 in the development of the Univac, the first commercially viable electronic computer in the United States. In the 1950s, while at EMCC and later Remington Rand, Hopper developed many foundational building blocks for human-oriented computer languages (such as subroutines and pseudocode) that led to her invention of the A-0, which is recognized as the first compiler for a computer.13 Hopper’s impact continued for decades in the area of programming languages, with her notable development of FLOW-MATIC, which served as the dominant model for Cobol, the language for which Hopper is most commonly associated. Hopper served in the US Naval Reserve throughout her life and career, initially retiring from the military at age 60, but then being called back to active duty for her expertise in computer programming. She ultimately retired as a rear admiral in 1986, the oldest officer on active duty. She was the recipient of many awards in her lifetime, including the paradoxically entitled computer science “Man of the Year” Award from the Data Processing Management Association (DPMA),14 the National Medal of Technology, and recognition as Distinguished Fellow of the British Computer Society.15

Dijkstra’s entry into computing began approximately 10 years after Hopper’s, with a love for computer programming and a determination to make computer science “an
intellectually respectable discipline.” Dijkstra was pursuing his PhD in theoretical physics while also working as programmer at the Mathematical Center in Amsterdam. He was displeased with the precedent established by the military and commercial actors who were responsible for the design of the first generations of electronic computers, which in turn influenced the approaches that could be taken by programmers. In 1972, he reflected on the release of the third generation of such computers in the 1960s, asserting that

> It was only reasonable to expect that such machines would flood the computing community, and it was therefore all the more important that their design should be as sound as possible. But the design embodied such serious flaws that I felt that with a single stroke the progress of computing science had been retarded by at least ten years.

Dijkstra discovered the intellectual possibilities inherent in computer programming and was determined to correct the mistakes he believed were made in the past. He developed new approaches to structured programming that were grounded in theory, formal reasoning, and mathematical provability of program correctness. He is also known for key foundational works in multiprogramming, self-stabilizing systems in a distributed environment, and the shortest-path problem for a graph. Winner of the prestigious Turing Award in computer science, Dijkstra reflected in his 1972 Turing lecture that a turning point in his life was when his mentor asked him whether he might become “one of the persons called to make programming a respectable discipline in the years to come.” Dijkstra took up the challenge and is recognized for his intellectual impact and leadership in the emergence of computer science as an academic discipline.

**Urgency and Innovation versus Crisis and Revolution**

Like other programmers who appeared in the 1940s, such as the women who worked on the ENIAC, Hopper was driven by demands for wartime calculation that required tenacity and innovation to overcome formidable obstacles in making the new machines perform. A discourse of urgency and continuous innovation had its roots in this early stage of computer programming that was characterized by cleverness, trial and error, and quick response. In the 1950s and 1960s, the discourses of innovation had a new sense of urgency focused on the priorities of a budding commercial computing industry. In the context of Univac, the new topics included the development of the first compilers and human-oriented programming languages. Regarding the environment of the period, Hopper reflected in a 1978 keynote address, “Those were precarious days. We used to say that if UNIVAC I didn’t work, we were going to throw it out one side of the factory, which was a junkyard, and we were going to jump out the other side, which was a cemetery!”

In academic circles, another discourse began to bubble up, led by those who were in a position to critique and respond to the first two decades of military and commercial programming. This discourse was an expression of new research that was underway that could demonstrate radical new approaches to programming based on science and formal methods. When in the late 1960s the term “software crisis” emerged, we can discern competing views about the appropriate future direction for programming. While Hopper and Dijkstra both had their eyes set on improving the quality of computer programs, an examination of their discourses helps reveal a tension. Hopper and Dijkstra serve as proxies for the two sides of a debate about whether there was a crisis in programming and, if so, what should be done about it.

**Pragmatic “Can-Do” Rhetoric**

If we examine the history of Hopper’s work in computer programming that began with Mark I/II, and especially the body of work done on Univac in the 1950s and 1960s, we see consistent themes of pragmatism, urgency, opportunity, and collaboration. In the 1970s, Hopper’s statements about these years express an action orientation with a “can-do” rhetoric and a sense of getting things done. For example, in 1972, Hopper acknowledged the challenges presented by the wartime context of early programming:

> Don’t forget that Mark II was built under wartime pressure. Get that thing built fast. Use existing components. Nothing new. Get it built. Get it running. It was critical.... But there was no theorizing, there was no higher mathematics. There was no future of computers, there was nothing but get those problems going, and what the computer was doing.

We can also see similar elements of the “can-do” and “let’s get going” rhetoric in her
projections about the future of computing. For example, in a 1974 conference of the Data Processing Institute, Hopper spoke about possible futures and asserted,

If man could build Stonehenge 4,000 years ago, and, it is part of the heritage of every one of us, we can do it today. But, it’s going to take hard work, it’s going to take a lot of learning, it’s going to take standards, it’s going to take modules and all the new things that you have been hearing about. So, we better get with it now.26

In her later reflections, Hopper offered a pragmatic account of how she developed the first compiler for Univac in the 1950s. In 1980, Hopper claimed that she was always inclined to take a practical approach to innovation and was driven by common sense to solve a problem:

I think I always looked for the easiest and best, most accurate way of getting something done. I don’t use high-level theory. I use very basic common sense—the whole original concept of the compiler is the most common sense thing I ever heard of.... It was so common sense that it had to be done.27

Crisis and Revolution Rhetoric
In his later years, Dijkstra reflected on computer programming of the 1960s, noting,

In retrospect it looks like a kaleidoscopic activity! It was. The turning point had been the NATO conference on Software Engineering.... It was there and then that the so-called “Software Crisis” was admitted and the condition was created under which programming as such could become a topic of academic interest.28

The organizers of the 1968 NATO conference chose the term software engineering to be “deliberately provocative,” to signal that programming was lacking the scientific and formalized processes found in other areas of science and engineering.29 While the question of whether there was, indeed, a crisis was debated at the time, the reframing of programming as a type of engineering was an important development.30 Scholars have agreed that the impact of the NATO conference was substantial because it provided the foundation for the ongoing discourse of a crisis in programming, along with the proposed remedy that software development be based on principles of engineering, both of which have been enduring.31 In the 1970s, Dijkstra was a notable contributor to the discourse of crisis as well as to the dissemination of the term software engineering:32

Dijkstra often spoke with a sense of regret about missteps of the past in computer programming, arguing for the need to radically change course. In 1970, he sought an academic ideal and fully embraced the intellectual challenges inherent in programming.

We should recognize that already now programming is much more an intellectual challenge: the art of programming is the art of organizing complexity, of mastering multitude and avoiding its bastard chaos as effectively as possible.33

Dijkstra was particularly concerned with delineating the boundaries of computer science as a new discipline by moving programming in a scientific direction grounded in abstraction, formal logic, and provability. In his reflections, he expressed regret about the formative period of programming, likening early conceptions of the field of “computing science” as analogous to referring to surgery as “knife science.” He argued that this early legacy influenced people to associate computer science more with computing machines than with the abstraction of programming.34 In 1972, we can see murmurings of crisis rhetoric in statements Dijkstra made in his Turing lecture:

In a sense the electronic industry has not solved a single problem, it has only created them—it has created the problem of using its products.... and it was the poor programmer who found his job in this exploded field of tension between ends and means.17

Later, with regard to the first generation of programming languages, Dijkstra’s reflections were dramatic and sometimes combative. He referred to Fortran as the “infantile disorder” and PL/I as “the fatal disease.” Consistent with these metaphors of disability, he said “the use of COBOL cripples the mind; its teaching should, therefore, be regarded as a criminal offence.”35 In contrast, he described Algol as a miracle, and he was especially impressed with its formal grammar and its introduction of recursion into programming.36

Bolstered by a discourse of software crisis and anticipating a new revolutionary era of logic and reasoning, Dijkstra said in his 1972 Turing lecture, “Such a drastic change in such
a short period of time would be a revolution.... But we all know that sometimes revolutions do take place!”37

Debugging versus Proving

The tensions represented by Hopper’s and Dijkstra’s views on programming are revealed more specifically in an analysis of the debugging versus proving debate. In the 1960s, the process of debugging had come to the forefront of discussions about improving program quality and was an issue of concern both at the NATO conference and in industry. Hopper and Dijkstra were representative of two sides of the debate, but they agreed that it was critical for programmers to create well-designed programs that would solve well-defined problems. For Hopper, the process involved the use of tools such as flow charts, followed by coding using structured programming languages, and ultimately compiling programs into machine code that could then be run, tested, and debugged.38

Hopper viewed debugging as a necessary part of the program development process; however, she also advocated for new methods that could make the process easier for programmers. She envisioned debugging capabilities that could be built into “pre-compilers.” She argued that in addition to making the programmer’s job easier by removing bugs before compilation, a pre-compiler could impose coding standards that would result in higher-quality programs.39

In contrast to Hopper’s approach, Dijkstra made a strident distinction between “pragmatic programming” and scientifically designed programs, arguing that existing practice should be replaced with a new process based on formal logic and mathematical proofs. Dijkstra thought the new scientific approach should not resemble “iterative design”—a cycle of design-program-test-debug—that he viewed as the paradigm for the pragmatist. Instead, he argued that “[i]f you want more effective programmers, you will discover that they should not waste their time debugging—they should not introduce bugs to start with.”40

Dijkstra’s radical and exciting proposition was that “provably correct” programs would not have to be debugged because, in fact, they would not even have to be run to know that they were error free!40 This approach was highly appealing to a theory-oriented constituency that could now explore programming from a more abstract and mathematical perspective. In contrast, in a 1978 ACM keynote, Hopper critiqued academic computer science, noting that a turn in programming that would exclusively value higher abstraction would be disadvantageous because it would require all programmers to write code in the model of the mathematical logician. Reflecting on her motivations, Hopper said

We were also endeavoring to provide a means that people could use, not that programmers or programming language designers could use. But rather, plain, ordinary people, who had problems they wanted to solve....41

At the same time, the theoretical achievements of Dijkstra and other theory-oriented computer scientists resulted in significant advances in programming languages, especially relevant to complex software systems that demand correctness and the highest degrees of reliability.

Reflections on Human Factors

Hopper and Dijkstra engaged in discourses regarding the relative importance of scientific and human factors in computer programming. At the time of the NATO conference, Hopper advocated that

We have to keep in mind in any given situation the total environment, which involves not just the programming language, but involves documentation, and it involves the people that are using it and the managers of those people.42

In contrast, Dijkstra criticized proposals that advocated for the introduction of management and communication components into software engineering education curricula. In a 1982 letter to H.D. Mills, Dijkstra dramatically argued that the recent “fashion” for emphasizing the “soft sciences” would present a “threat to our civilization”:

The most blatant example of superficiality is probably their argument in favour of communication skills, as they refer to “the software engineer’s need to communicate with a wide range of people and machines”. As a piece of hilarious nonsense I think that this is only surpassed by “The education of a computer.”43

In this letter, we see Dijkstra making reference to Hopper’s 1952 article about the first compiler, entitled “The Education of a Computer.” It is notable that in 1999, more than 40 years after Hopper published this paper,
Dijkstra reasserted his criticism of both Cobol and Hopper’s paper. It was the time of rampant anthropomorphism that would lead to the false hope of solving the programming problem by the verbosity of COBOL and would seduce Grace M. Hopper to write a paper titled “The Education of a Computer.” Regrettably and amazingly, the habit lingers on....

Despite Hopper’s paper being historic and providing a rhetorical analogy of her compiler as providing the computer with the equivalent of a college education, Dijkstra continued to find it offensive. He considered anthropomorphic metaphors to be anathema to scientific approaches, declaring in 1975 that they are “a symptom of professional immaturity.” But more substantively, Dijkstra appeared to frame Hopper’s work as paradigmatic of an unscientific approach to programming.

Although both Hopper’s and Dijkstra’s statements were often notably dramatic, their themes were consistent over decades, resonating with different discourse communities. Hopper’s discourse tended to resonate within institutional contexts that demanded communication and negotiation with diverse professionals. Dijkstra’s was particularly resonant in academic research contexts that valued theoretical rigor and an orientation toward formalism and abstraction. Two of their later statements from the 1980s reflect these ideals:

Hopper (1980): I kept calling for more user friendly languages. I’ve always tried to do that, that’s why I want these other languages that are aimed at people. Most of the stuff we get from academicians, computer science people, is in no way adapted to people.46

Dijkstra (1986): I do see the possibility of a fascinating future…. It is a future in which programs will display all the beauty of a crisp argument, and in which the dictionaries will no longer define mathematics as the “abstract science of space, number, and quantity”... but as the “art and science of effective reasoning.”

Unfortunate Absences and Paradoxes
Discourses can help us reflect on the origins of social and political concerns surrounding computing and help reveal paradoxes when ideals and actual experiences don’t align. For example, considering the importance of women in early programming contexts and the absence of women at the NATO conference, we can contemplate a gender paradox in the history of computing. The

Figure 1. All male attendees at the 1968 NATO conference. No female computer experts were present at Garmisch.

1968 NATO conference proceedings indicate that no female computer experts were present at Garmisch. Although the delegation was selected to represent “a wide variety of backgrounds,” the NATO proceedings still acknowledged that its primary focus was on topics deemed crucial to software engineering, and thus the conference “did not attempt to provide a balanced review of the total state of software, and tends to understate the achievements of the field.” The NATO conference gave meaning to the term software engineering, yet the prima facie profile of the conference report and photos has inscribed the discourse of an exclusively male expert cohort surrounding the this new direction for programming (see Figure 1).

Particularly ironic is Hopper’s absence at a conference that was sponsored by NATO, an organization concerned with military defense. Hopper’s active military status in the US Navy was reinstituted in 1967, just before the NATO conference, when she was called back to active duty to serve as the director of the Navy’s programming languages group. We get a glimpse of Dijkstra’s attitudes and reactions to Hopper and her military background when he commented about Hopper in his 1973 trip report for the IUCC Computer Science Colloquium, where they were both invited speakers. Dijkstra recalled that

Captain Hopper spoke officially about “Programming Languages”; here [sic] real subject was how she had acted as midwife to COBOL and she talked more about the Pentagon and the U.S. Navy than about programming.

We see evidence of Dijkstra’s impatience with Hopper’s institutional context and military-infused discourse, as well as an element of gendered discourse in his characterization of
Hopper as a “midwife,” a term that suggests a feminine support role rather than leadership.

Conclusion

Regardless of whether we are more oriented toward communities whose discourses are of the pragmatic orientation, as in the Hopper model, or those of a theoretical orientation such as in the Dijkstra model, it is worthwhile to consider the role of historic discourses in illuminating social issues and untangling the meanings, values, and beliefs that underlie different communities that struggle for power and legitimacy. In this article, tensions such as theory versus practice, debugging versus proving, craft versus engineering, and crisis versus revolution were explored through analysis of discourse. Also, consideration of the artifacts of the 1968 NATO conference revealed that a discourse on gender and computing may not be directly spoken, yet silence can raise important questions for scholars to contemplate when they observe who and what were missing from the record of historic communicative events. The 1950s and 1960s were a time of notable participation of women in computing, and a few notable women gained recognition, such as Hopper who Mahoney described as having “achieved something akin to canonization in her own lifetime.” Nevertheless, women still operated in a culture with a dominant masculine bias.

After the NATO conference, the discourse of software engineering illuminated beliefs that computer programming should move toward formality and predictability, following the models of science and engineering. At the same time, however, the discursive turn from computer programming to software engineering associated programming with a bastion of masculinity and machines that was dominated by male voice and imbued with silences about gender. The discourse that associated software with engineering permitted the social construction of gender found in engineering to seep into computer programming culture. Like other histories of professionalization, computing workplaces began to establish boundaries between low- and high-status roles, with proportionally more women represented in lower-status positions.

Looking ahead, an appreciation of the discourses of the computer programming can provide a foundation for grappling with both the historic and contemporary social and political issues that are embedded in decades of programming history and that continue to have meaning and resonance in emerging discourses of the Internet, cyberinfrastructure, and knowledge infrastructures both today and in the future.

I will close with a notable contemporary discourse of programming—free and open source software—where we see an extreme gender disparity reappearing in another “revolutionary” context. Open source is a community-driven model of software development that produces software that is distributed free of charge and code that is modifiable by anyone who wishes to participate. Open source software underlies many essential components of the Internet and the Web, infrastructures that increasingly affect many dimensions of our lives. The ethos that motivates open source is freedom and democracy (for example, “free as in free speech, not as in free beer”) and the power of peer production (such as “a collective barn raising”), a paradox when such powerful metaphors can leave the movement’s lack of gender diversity hiding in plain sight. This pro-social discourse eclipses the fact that the percentage of female open source developers has been estimated at 1.5 percent, a far cry from the already low percentage of female open source developers in commercial and academic computing workplaces. This is just one of many examples that present interesting opportunities for future research that examines the power and the paradoxes of discourses in computing.
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